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Abstract

The classification is one of Machine Learning techniques, that aims to categorize data

into one or more predefined classes (labels). When the data is a set of images, we talk

about image classification, which done basing on their visual content. The image clas-

sification can be categorized into two categories which are single-label classification and

multi-label classification.

The multi-label image classification (MLC) aims to firstly learn from training set of

images, where each one can belong to multiple classes and so after be able to predict more

than one class label simultaneously for a new tested image.

In this thesis, we present a multi-label image classification method that contains three

modules: word embedding module, visual embedding module and transformation mod-

ule. The first module consist of a word embedding model that maps words (labels) into

a semantic embedding space of d -dimension, where each semantic related labels are close

to each other. The second one, is a CNN framework that learn a transformation ma-

trix A with dimensions k × d from an input image I and the embedding vectors of its

corresponding labels. The last module receive results of the two previous modules, to

transform labels from d -dimensional space to a k -dimensional visual-semantic embedding

space, which separated the relevant and irrelevant labels to the image I.

Keywords: classification, multi-label images, deep learning, word embedding, visual-semantic

embedding.
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Résumé

La classification est l’une des techniques d’apprentissage automatique, qui vise à catégo-

riser les données dans une ou plusieurs classes prédéfinies. Lorsque les données sont un

ensemble d’images, on parle de classification d’images, qui était basé sur leurs contenu

visuel. La classification d’images peut être organisé en deux catégories qui sont la classi-

fication à unique-label et la classification à multi-label.

La classification d’images multi-label (MLC) vise d’abord à apprendre à partir d’un

ensemble d’images d’apprentissages, où chacune peut appartenir à plusieurs classes, et

ainsi être capable de prédire plus d’une classe simultanément pour une nouvelle image de

test.

Dans cette thèse, nous présentons une méthode de classification d’images multi-label

qui contient trois modules: module de plongement de mots, module de plongement visuelle

et module de transformation. Le premier module consiste en un modèle de plongement

de mots qui mappe les mots (labels) dans un espace de plongement sémantique de d -

dimensions, où les labels qui possèdent une correlation sémantique sont proches l’une de

l’autre. Le deuxième est une architecture CNN qui apprend une matrice de transfor-

mation A avec de dimension k × d à partir d’une image d’entrée I et les vecteurs de

plongement des labels correspondantes. Le dernier module reçoit les résultats des deux

modules précédents, pour transformer les labels de l’espace d -dimensions en un espace de

plongement visuel-sémantique k -dimensions, ce nouvel espace permet de séparer les labels

pertinentes de celles non pertinentes de l’image I.

Mot-clé: classification, images multi-labels, l’apprentissage profond, plongement visuel-

sémantique.

4



�
	
jÊÓ

Q��»

@ ð


@ �éJ 	̄ úÍ@ �HA 	KAJ
J. Ë @

	J

	���� úÍ@

	¬YîE
 ø

	YË@ð , ú
Í

�
B@ ÕÎª�JË @ �HAJ
 	J

�®�K 	áÓ �éJ
 	J
�®�K ñë 	J


	���JË @
	J

	���� 	á« �HYj�J 	K A 	J 	K A

	̄ ,Pñ�Ë@ 	áÓ �é«ñÒm.× 	á« �èPAJ.« �HA 	KAJ
J. Ë @ 	àñº�K AÓY 	J« .(A�®J.�Ó �èXYm×)
	á�
J


��J 	̄ 	áÖÞ 	� 		J��
 	à@ Pñ�Ë@ 	J

	���JË 	áºÖß
 . ù


KQÖÏ @ øñ�JjÖÏ @ YK
Ym�
�' �A�


@ úÎ« Õ �æK
 ø


	YË@ Pñ�Ë@

.Pñ�ÊË �HAJ 	®Ë @ XYª�JÓ 	J

	���JË @ð �éJ 	®Ë @ ø
 XAg


@ 	J


	���JË @ AÒëð
	áºÖß
 	áK



@ , Pñ�Ë@ �HA 	KAJ
K.

�é«ñÒm.× 	áÓ ÕÎª�JË @ úÍ@ Bð

@ 	¬YîE
 Pñ�ÊË �HAJ 	®Ë @ XYª�JÓ 	J


	���JË @
é�K @ 	X �I�̄ñË@ ú


	̄ �èYg@ð �éJ 	̄ 	áÓ Q��»

AK. ñJ.

	��JË @ 	áÓ ½Ë 	X YªK. 	áºÒ�JJ
Ë , �HAJ 	̄ �èYªË ZAÒ�J 	KB @
�èPñ� É¾Ë

. �èYK
Yg. PAJ. �J 	k@ �èPñ�Ë
�HC�K úÎ« ø
 ñ

�Jm�'
 ø

	YË@ð , �HAJ 	®Ë @ �èXYª�JÓ Pñ�Ë@ 	J


	���JË �é�®K
Q£
�ékðQ£


B@ �è 	Yë ú


	̄ A 	JÓY�̄

	àñº�J�K úÍð

B@ �èYgñË@ . ÉK
ñj�JË @ �èYgðð ù


KQÖÏ @ 	á�
Ò 	��JË @ �èYgð , �HAÒÊ¾Ë@ 	á�
Ò 	��� �èYgð : �H@Ygð

, XAªK.

@ d 	áÓ �éJ
ËBX 	á�
Ò 	��� �ékA�Ó ú


	̄ ( �HAJ 	®Ë @) �HAÒÊ¾Ë@ 	á�
ªK
 ø

	YË@ �HAÒÊ¾Ë@ 	á�
Ò 	��� h.

	XñÖ 	ß 	áÓ
�èPAJ.« , �éJ
 	K A�JË @

�èYgñË@ . 	�ªJ. Ë @ AîD	�ªK. 	áÓ �éJ. K
Q
�̄ 	àñº�K �éJ
ËBX

�éÊ� �H@ 	X �HAJ 	®Ë @ 	áÓ �é«ñm.× É¿ 	áK


@

I �éÊ 	gYÖÏ @ �èPñ�Ë@ 	áÓ k × d XAªK.

B@ �H@ 	X A ÉK
ñm�

�' �é 	̄ñ 	®�Ó ÕÎª�J�K ú

�æË @ CNN É¾J
ë 	á«

ÉK
ñj�JË , 	á�
�J
�®K. A�Ë@ 	á�
�KYgñË@ l .�

'A�J 	K ÉJ.
�®�J��� �èQ�
 	g


B@ �èYgñË@ . �éÊK. A

�®ÖÏ @ �HAJ 	®ÊË �é 	JÒ 	�ÖÏ @ �éª ��

B@ð

	á�
K. É� 	®�K ú

�æË @ð , XAªK.


@ k �H@ 	X ú
ÍBX ù


KQÓ 	á�
Ò 	��� �ékA�Ó úÍ@ XAªK.

@ d �H@ 	X �ékA�Ó 	áÓ �HAJ 	®Ë @

. I �èPñ�ËAK.
�éÊ� AêË ��
Ë ú


�æË @ �HAJ 	®Ë @ð �éÊ�Ë@ �H@ 	X �HAJ 	®Ë @

: �éJ
kA�J 	®ÖÏ @ �HAÒÊ¾Ë@

. ú
ÍBX ù

KQÓ 	á�
Ò 	��� , �HAÒÊ¾Ë@ 	á�
Ò 	��� , ��J
ÒªË@ ÕÎª�JË @ , �HAJ 	®Ë @ �èXYª�JÓ Pñ�Ë@ , 	J
 	���JË @

5



Contents

Acknowledgements 2

Abstract 3

1 General Introduction 12

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2 Problematic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

3 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

4 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

5 Thesis structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2 Multi-label image classification 17

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2 Image Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.1 Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.2 Image classification categories . . . . . . . . . . . . . . . . . . . . . 18

3 Multi-label Image Classification . . . . . . . . . . . . . . . . . . . . . . . . 21

3.1 Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

3.2 Applications domains . . . . . . . . . . . . . . . . . . . . . . . . . 22

3.3 Multi-label Classification Methods . . . . . . . . . . . . . . . . . . 22

3.4 Multi-label image classification challenges . . . . . . . . . . . . . . 24

3.5 Some exploited domains for multi-label image classification challenges 24

4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3 Multi-label image classification considering label-correlation: State of

the art 31

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

2 Non-Deep solutions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

6



3 Deep learning solutions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3.1 Deep learning solutions considering label correlations implicitly . . 33

3.2 Deep learning solutions considering label correlations explicitly . . . 33

4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

4 A deep learning solution for multi-label image classification considering

label correlation 39

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

2 General description of the solution . . . . . . . . . . . . . . . . . . . . . . 39

3 Detailed description of the solution . . . . . . . . . . . . . . . . . . . . . . 41

3.1 Module I (Word embedding) . . . . . . . . . . . . . . . . . . . . . 41

3.2 Module II (Visual embedding) . . . . . . . . . . . . . . . . . . . . . 42

3.3 Module III (Prediction of relevant labels by Transformation) . . . . 43

4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

5 Experiments, Results and Discussion 46

1 introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

2 Experimental Settings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

2.1 Development Tools . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

2.2 Textual corpora for word embedding . . . . . . . . . . . . . . . . . 47

2.3 Multi-label dataset ” NUS-WIDE ” . . . . . . . . . . . . . . . . . 47

2.4 Evaluation Protocol . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.1 Word embedding results . . . . . . . . . . . . . . . . . . . . . . . . 50

3.2 Visual embedding results using ResNet . . . . . . . . . . . . . . . . 55

4 Discussion of Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

4.1 Discussion of word embedding results . . . . . . . . . . . . . . . . . 58

4.2 Discussion of visual embedding results . . . . . . . . . . . . . . . . 59

5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

General Conclusion 60

7



List of Figures

2.1 Simple example of binary image classification . . . . . . . . . . . . . . . . 18

2.2 Difference between binary classification and multi class classification . . . . 19

2.3 The difference between single label and multi-label image classification . . 20

2.4 Difference between single label and multi-label classification output . . . . 21

2.5 Traditional methods of Multi-label Classification . . . . . . . . . . . . . . . 23

2.6 Word Embedding Task . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.7 Convolutional Neural Network architecture . . . . . . . . . . . . . . . . . . 28

2.8 Visual-Semantic embedding model . . . . . . . . . . . . . . . . . . . . . . . 28

3.1 Classification of image MLC solutions . . . . . . . . . . . . . . . . . . . . . 32

3.2 Overall framework of (Li, Changsheng, et al. 2019) model . . . . . . . . . 33

3.3 The framework of MMCNN-MIML . . . . . . . . . . . . . . . . . . . . . . 34

3.4 The architecture of Module I . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.5 CNN-RNN framework for image MLC . . . . . . . . . . . . . . . . . . . . 36

3.6 Visual-Semantic model for image MLC . . . . . . . . . . . . . . . . . . . . 36

4.1 Example of the principle idea behind the presented classification as a binary

classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

4.2 The general architecture of the presented model . . . . . . . . . . . . . . . 40

4.3 The architecture of word embedding module . . . . . . . . . . . . . . . . . 42

4.4 The architecture of the visual embedding module . . . . . . . . . . . . . . 43

4.5 Example of visualization labels space (reduced to 2D space) of an input

image . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

5.1 Example from NUS-WIDE images with the corresponding labels of each one 48

5.2 Visualization of the Word2Vec obtained word-embedding vectors of the

81 labels of NUS-WIDE using t-SNE . . . . . . . . . . . . . . . . . . . . . 51

8



5.3 Visualization of the Word2Vec obtained word-embedding vectors of the

81 labels of NUS-WIDE using UMAP . . . . . . . . . . . . . . . . . . . . . 51

5.4 Visualization of the GloVe obtained word-embedding vectors of the 81

labels of NUS-WIDE using t-SNE . . . . . . . . . . . . . . . . . . . . . . . 52

5.5 Visualization of the GloVe obtained word-embedding vectors of the 81

labels of NUS-WIDE using UMAP . . . . . . . . . . . . . . . . . . . . . . 52

5.6 Visualization of the FastText obtained word-embedding vectors of the 81

labels of NUS-WIDE using t-SNE . . . . . . . . . . . . . . . . . . . . . . . 53

5.7 Visualization of the FastText obtained word-embedding vectors of the 81

labels of NUS-WIDE using UMAP . . . . . . . . . . . . . . . . . . . . . . 53

5.8 Word embedding vectors for some NUS-WIDE labels from the resulting

vectors of the word embedding module) . . . . . . . . . . . . . . . . . . . . 55

5.9 The architecture of a building block in ResNet . . . . . . . . . . . . . . . . 56

5.10 Visualization of the pre-trained ResNet50 summary . . . . . . . . . . . . . 56

5.11 The summery of ResNet50 after fine-tuned . . . . . . . . . . . . . . . . . . 57

9



List of Tables

2.1 Classification types attending to the output to be predicted . . . . . . . . . 20

5.1 Semantic similarity between pairs of word embedding label vectors of Word2Vec,

GloVe and FastText respectively . . . . . . . . . . . . . . . . . . . . . . . 54

10



Chapter 1

General Introduction

11



Chapter 1

General Introduction

1 Introduction

The artificial intelligence (AI) is a study about the human brain performance, that

produce intelligent systems. Among the objectives of this study: knowledge representa-

tion, planing, learning and reasoning, ...etc. Intelligent learning systems have the ability

to learn and adapt to each changes. Thus, it makes possible to dispense of expecting

solutions for all possible situations, this is what called ’machine learning’.

Machine learning (ML) is a part of AI that programming computer algorithms to

improve their performance through example-data or experience. These algorithms build

models from data to learn from and make predictions on it. This data comes from multiple

datasets, which are used in two phases in machine learning. First one is training, where

the model learn on training dataset to fit the parameters and create the right output.

The second one is testing (prediction), where the model predicts output for new data

(test data) which allow to evaluate the model performance(i.e. generalization). In fact,

machine learning is used to give solutions to several important tasks such as classification.

Classification is a predictive task , where specific class labels are assigned for a given

example of input data (text, audio or image). Classification methods divided into two

categories according to the output. First one is the single-label classification, where one

class label is assigned for the input data, it includes binary classification and multi-class

classification. The second one is the multi-label classification, it is more complex than

the previous category, because it should assign more than one label per one example of

input data.

This thesis focuses on multi-label classification applied on images as a data.

12



There are many applications where assigning multiple classes to an image is necessary

according to its complexity. So, classify such image into one class (category) is not

effective. This is what the multi-label classification came to solve it.

2 Problematic

Comparing to the single-label image classification, multi-label image classification (MLC)

is considering as a challenging task, because of the complexity of images and labels infor-

mation. In fact, to multi-label images a big panoply of literature works were presented.

They considered the relation image-label, and based on the transformations or adaptations

of the single-label image classification methods to deal with multi-label. Hence, in order

to simplify the challenge of MLC task, the most of them consider a total independence

among labels as an hypothesis within the given solutions. However, this contradict the

reality, where a single image can contain two or more objects (labels) that share a specific

semantic context. In other words, it exists a certain semantic correlation between subsets

of labels. Therefore, the label-correlation is a very important[23],[24], [22],[36],[35], [59]

information that must be considered in the task of multi-label image classification, and

it presents a fundamental aspect if we want to let the machine predict labels for images

as human do.

The correlation among labels let the MLC become more challenging task: How to model

the label correlation? How to integrate and explore this information within the MLC ?

3 Motivation

As we presented in the previous section, despite the huge amount of works on multi-

label image classification, there is still a required effort that must be done to consider the

very important aspect of the semantic correlation among labels within the classification

task. This motivate us to explore this aspect to look for a MLC solution considering label

correlation.

4 Contributions

Since the label correlation among labels is an important aspect that must be considered

to improve the multi-label image classification results, in our thesis we aims to present

13



solution to MLC by considering the label correlation. To this end, our main contributions

are:

− To consider the semantic correlation among labels, we profit from the advantages

and services of the word embedding domain. So, we explored three deep word

embedding models. As a result, the semantic correlation between labels is presented

and captured in a numerical space. This permit its exploitation by the machine.

− To consider the relations image-labels and label-label, we learn a joint visual-

semantic representation deep model between the two modalities: images and labels.

− Instead of using multiple classifier for the multiple labels, we use one classifier. That

reduce considerably the time and the complexity of the solution comparing to the

other ones.

5 Thesis structure

In addition to the currant chapter about a general introduction, this thesis is organized

as followed:

− In chapter 2, we introduce the classification task, image classification and its cat-

egories. Then, we focus on the multi-label classification. We give its informal and

formal definition, domain applications and its traditional methods. After that, we

present the main challenges within multi-label classification (MLC). Finally, we re-

view some exploited domains to deal with multi-label image classification challenges.

− In chapter 3, we present a state of the art of related works on multi -label image

classification that consider label correlations. They are from two big categories.

The first category use traditional methods, and the second one use deep learning

methods.

− In chapter 4, we will present a deep learning solution for multi-label image classifi-

cation considering the label correlation. Firstly, we will give a general description

of this solution. After that, we will present its three modules in detail.

− In chapter 5, we start by presenting the experimental settings: the used text corpora

for word embedding, the used image dataset and the performance measurements.

14



Then, we give the experiments of the solution steps and we present a comparison be-

tween word embedding models. After that, we present the obtained results. Finally,

we analysis and discussion them.

15



Chapter 2

Multi-label image classification
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Chapter 2

Multi-label image classification

1 Introduction

The classification is one of Machine Learning techniques (tasks), used to classify data

(text, image, voice or music) into one or more categories, under the goal of facilitate the

study of a large number of data.

Image classification represent a big challenge in computer vision applications. There-

fore, it is required in several applications of computer science under different fields in

the world. As a consequence, different methods was applied to classify images, which

categorized into tow big sets. First one is the single label classification, and this category

have two sub set: binary classification and multi-class classification. And second one is

the multi-label classification.

In our thesis we focus on (MLC). However, before presenting the (MLC), we give the

principle of each image classification category, in order to distinguish between them..

2 Image Classification

2.1 Definition

The classification is a predictive task in machine learning. Usually, it is done by super-

vised learning techniques. The goal behind classification is to train a model from labeled

data. After that, it can predict the label(s) (or class) for a new unlabeled data [31]. The

classification deals with multiple forms of data, such as: text, audio, video and images.

Image classification is an action of categorizing an image into one or more predefined

classes (labels), according to its visual content. [49]

17



2.2 Image classification categories

The image classification is a predictive topic, aims to learn a model in generally from

labeled images to predict the label or class of a new image. The attributes of the clas-

sification divided into two subsets. The first one contains the input features and the

variables of prediction. The second subset holds the output attributes and the class of

each instance. So, depending on the nature of outputs in the second subset, several types

of classification can be identified. [31]

We can define two important categories of image classification that cover all the va-

rieties of image classification problems[27]. However, those categories are not limited for

images, but they can have any form of input data.

1. Single-Label classification

In this category, the input data have one label in the output. This category is

divided into two sub categories:

(a) Binary-label classification

Binary-label classification aims to classify the input data (instances) of a given

set into two groups on the basis of classification rules. An instance has only

one output label, and it can take two different values ’yes or no’, ’positive or

negative’ or ’1 or 0’, ... [27]. For example (Figure2.1), the output value of the

cat image is 1 (positive value), while the output value of the dog image is 0

(negative value), for the same classifier.

Figure 2.1: Simple example of binary image classification [6]

18



(b) Multi-class classification

Multi-class classification can be seen as a generalization of binary classification.

Just as binary classification involves predicting if image is from one of a two

classes (positive or negative) (Figure2.2(a)), the input image in multi-class

classification can be categorized exactly into one label from a certain predefined

label set (Figure2.2(b)) [27]. Therefore, the output of the classification is a

vector with one positive value (corresponding to the image label), and zeros

otherwise.

Figure 2.2: Difference between binary classification and multi class classification [7]

2. Multi-Label classification (MLC)

Multi-Label classification is more complex. The input data (and for us the input

image) can simultaneously associated with more than one class [27].

The result is a set of labels as shown in (Figure2.3,(b)) unlike single label classifi-

cation (Figure2.3,(a)).

We will present with more details the Multi-label image classification in the coming

section.
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Figure 2.3: The difference between single label and multi-label image classification

We also mention other types of classification :

− Multidimensional Classification: works in the same way of multi-label classi-

fication, the input date can be associated to more than one label simultaneously.

Except that the output vector is not limited to binary values, it contains any values

form a predefined set [31].

− Multiple Instance Learning: is learning paradigm represent each example by

groups of input data (instances) that called bags. The output label belong to the

bag instead of one instance [31].

The table below presents the different kinds of classification :

Classification kind Output type Nember of outputs

Binary Binary 1 per instance
Multiclass Multivalued 1 per instance
Multilabel Binary n per instance
Multidimensional Multivalued n per instance
Multiinstance Binary / Multivalued 1 per n instances

Table 2.1: Classification types attending to the output to be predicted [31]
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3 Multi-label Image Classification

3.1 Definition

Multi-label classification (MLC) of images is a task that aims to recognize the different

objects or labels in images. It is more complicated than the single label classification,

because it focuses on discovering more than one label per image. [56]

The multi-label classifier return a vector of output values, unlike the single label classifier

which return one value [31]. As shown in (Figure2.4)

Figure 2.4: Difference between single label and multi-label classification output

Formal definition [31][61] :

The MLC task consists to learn a function H : X —> 2q, where:

• X = Rd is the d -dimensional visual feature space of images.

• Y = {y1, y2, . . . , yq } is the label space with q possible class labels.

• An image I has two feature vectors:

1. d -dimensional visual vector xi ∈ X / xi = {xi1, xi2, . . . , xid }.

2. The output label vector Yi ⊆ Y .

• To learn the function H we use a training set D = (xi, Yi)i∈[1,m] of m labeled images.

• For each instance x of X , the multi-label classifier predicts H(x) ⊆ Y as the set of

proper labels for x.
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3.2 Applications domains

• ”Movie Genre Detection from a Movie Poster” developed by (K.Kundalia et al.,2020).

They used the movies posters as input images to predict the movie genres. Also,

they created a large dataset on this subject. [37]

• Genetics/Biology : example, analyzing protein properties and gene expression.

• Medical image analysis to diagnose multiple diseases in the same organ of the human

body. For example:

− (Chen.H et al.,2019), proposed a deep Hierarchical Multi-Label Classification

(HMLC) to facilitate the Computer-Aided Diagnosis (CAD) for the Chest X-

rays (CXRs). [19]

• Social media domain example:

− Recently, (Lui.L et al., 2020) developed a multi-label convolutional neural net-

work model (BrandImageNet), to predict perceptual brands in the consumers

images on social media. [39]

3.3 Multi-label Classification Methods

To solve MLC problems in general and image MLC problems especially, an explosive

number of methods is presented in the literature, early existing and modern ones. In the

following section we take a look to the traditional methods. Also, we will present the

other methods from the state of art in the next chapter.

Traditional methods

They are considered as the first methods used to solve multi-label image classification

problems. In the following paragraph we will explain briefly the three categories of these

methods, which are shown in the (Figure2.5) :
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Figure 2.5: Traditional methods of Multi-label Classification [41]

1. Algorithm adaptation Methods :

This category consists to adapt the existing algorithms of binary or multi class

classification to directly perform the multi-label classification, like : KNN ( k-nearest

neighbors ) algorithm, the C4.5 algorithm,... , that adapted and became : ML-KNN,

ML-C4.5 ...[41]

2. Problem transformation Methods :

Problem transformation methods assign the MLC task or the multi-label problem

into one or more single-label classification tasks or single-label problems. One way

of doing this is by training a separate classifiers, one for each label. Then the results

are transformed into multi-label predictions.

Under this category it exists a huge number of methods that can be divided into

tree sub categories[41][57]:

• Binary relevance methods: Binary Relevance is a simple and efficient ap-

proach commonly used in real-world multi-label learning applications. It de-

pends on dividing the multi-label classification problems into a binary classifica-

tion problems, where it deal with each label as a separate binary classification.

• Pair-wise methods: it consists to learn one classifier for each pair of classes,

thus increasing the overall number of classifiers to train to k(k - 1)/2 (from k

labels).[31]

• Label power-set methods: considers each unique set of labels in a multi-
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label training set, as one of the classes of a new single-label classifier, which

outputs the most probable class (which represents a set of labels).[53]

3. Ensemble Methods :

Ensemble methods is an incorporate of multiple approaches (Algorithm adaptation

or problem transformation methods). We mention here among the most problem

transformation ensembles:

• RAkEL system: (Random k-Labelsets) construct an ensemble of label pow-

erest classifiers learned a small random subset of size k of labels, proposed by

G.Tsoumakas, I.Katakis and I.Vlahavas in 2011, it based on dividing the initial

set of labels into a number of small random subsets (labelsets).[53]

• ECC: (Ensembles of classifier chain) methods have classifier chains as base

classifiers (Classifier chain CC: method that related to the Binary Relevance

method where classifiers are linked along a chain, proposed by J.Read in

2009).[41][57]

3.4 Multi-label image classification challenges

Multi-label image classification (MLC) is considered as a challenging task, because of

the complex nature of images (image can contain multiple visual objects)[25][14], and the

shared semantic among labels[23],[24], [22],[36],[35], [59]. In fact, the majority of tradi-

tional methods assumed a complete independence between the labels. In other words,

they ignored the semantic correlation between labels. This contradict the reality,where

the most of images contain a set of related concepts. That means there is a semantic cor-

relation between subsets of labels,which helps to improve the classification performance,

but makes the image MLC a more challenging task.

How to model the label correlation?

How to integrate and explore this information within the MLC?

3.5 Some exploited domains for multi-label image classification

challenges

Since the complexity of the multi-label image classification task comparing to the single-

label one, and the shared semantic (correlation) among subsets of labels, it is interesting
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to exploit the services of existing domains. Especially, Deep learning and embeddings. In

one hand, the deep learning permit to deeply learn from complex input data, as complex

images. On the other hand, the embeddings permit to obtain numerical representation of

input images and permit to present the semantic information behind labels in a numerical

format as well. Hence, these numerical results can be exploited by the machine to solve

the problem in a best way.

In the fallowing sections we present these two domains:

Deep learning and Convolutional neural network :

Deep learning (DL) is one of the main machine learning techniques. The term deep

refers to neural networks that have multiple hidden layers (layers between the input and

output layers). The depth of the networks allows them to learn more and more complex

representations, therefore give predictions that are more accurate.

Deep learning has achieved great success in several applications such as image clas-

sification and natural language processing ”even sometimes outperforming humans in

certain aspects”[42]. Deep learning architectures considering as a big challenge in ana-

lyzing big data[47]. In fact, DNN deals specifically with different architectures of neu-

ral networks as Convolutional Neural Network (CNNs), Auto-encoders(AE), Variational

auto-encoder(VAE), generative adversial networks GANs,...etc.

In our thesis we are interested on the CNN architecture, that shown its performance in

large applications of image processing, even in natural language processing. Especially, it

is one of the mostly used architecture in image classification.

The term convolutional in CNN comes from applying mathematical convolution opera-

tions. CNNs have the ability to learn and extract the important features that describes

the input data. Thus, the representation of the input data given by the CNN makes the

neural network able to discriminate and classify the data more precisely. For more detail

on CNNs architecture, the reader can refer to [47].

Embedding and Neural network embeddings :

An embedding task aims to map a discrete categorical input data to a numerical repre-

sentation [60], a vector of real numbers, in order to be used as an input to processing by

machine learning algorithms. In embeddings, the high-dimensional vectors can be trans-

lated to a low-dimensional space (embedding space), where inputs which are similar are
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placed close to each other [5].

In the context of neural networks, embeddings are low-dimensional, learned continuous

vector representations of discrete data. Neural network embeddings are useful because

they can reduce the dimensionality of categorical data and meaningfully represent cate-

gories in the transformed space.

Neural network embeddings have 3 primary purposes:

• Finding nearest neighbors in the embedding space. These can be used to make

recommendations based on user interests or cluster categories.

• As input to a machine learning model for a supervised task.

• For visualization of concepts and relations between categories. This requires a fur-

ther dimensionality reduction technique to get 2 or 3 dimensions. The most pop-

ular techniques for reduction are their-self an embedding methods: t-Distributed

Stochastic Neighbor Embedding (TSNE) [40] and Uniform Manifold Approxima-

tion and Projection (UMAP) [43][16].

In our thesis we are interested by the two last purposes. Therefore, we will use two

differences modalities of data to be embedded: images and words. For that, we will

present in the following two sections the word and image embedding:

1. Word embeddings (language representations): word embeddings are natural

language processing (NLP) techniques, where words from the vocabulary are repre-

sented (or mapped to) by vectors of real numbers in a predefined vectors space as

shown in (Figure2.6).

Figure 2.6: Word Embedding Task
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There are several word embedding methods like :Word2Vec, GloVe and FastText:

(a) Word2Vec: is an algorithm for learning word embedding from a text corpus

and produces a vector space, it is unsupervised model depend on the words con-

text (distributional hypothesis) in natural language to provide labeled training

data. In Word2Vec there is two kind of architectures, Skip-Gram or continuous

bag-of-words (CBOW). Skip-gram takes a word as input and tries to predict

its context and it represent rare words well. CBOW takes the context of a

word as input, and tries to predict the word in question, it is the inverse model

of Skip-Gram[29]. The main parameters of Word2Vec are: the dimensionality

of vector space which is the dimension of the vectors that describe words (it is

between 100 and 1000 in general). The second parameter is the window size,

which the size and the number of terms in word context (the authors suggests

size 10 with Skip-Gram and 5 with CBOW).[13]

(b) GloVe: the Global Vectors, is unsupervised algorithm aims to represent words

and it is a count-based model [48]. ”Training is performed on aggregated global

word-word co-occurrence statistics from a corpus”. It begins by construct a

large matrix of (word, context) pairs in the training corpus, rows represent

words, columns represent contexts of one or more words, and the elements

correspond to the number of times word co-occurs in the context. After that,

GloVe factorizes the matrix into a pair of (word, feature) and (feature, context)

matrices (Matrix Factorization).[29]

(c) FastText: is a word representation technique allows to users to learn word

embeddings and text classifiers, created by Facebook’s AI Research (FAIR) lab.

FastText is fast and efficient technique, its training method ends up learning

morphological details as well. For that, it can give word vectors for unknown

or out of vocabulary words. FastText succeed to create word vectors represen-

tation for rare or unknown word, against Word2Vec and Glove.[12]

2. Image embedding (visual representation): Image embedding aims to repre-

sent an input image by a vector of real values, named visual vector [32], [33],[15],

[34] or feature vector. the images are then represented in a space of visual charac-

teristics.

In fact, one of the popular deep learning image embedding models is the CNN.

this deep neural network shows its power to learn visual representations for images.
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Hence, the visual vector of an image can be obtained from the last layers of a CNN

image classification model [60]. The (Figure2.7) shows a CNN architecture with its

several layers.

Different from the previous purpose of using CNN, in our thesis we will use it for

other objective. we will use it to learn a linear transformation matrix. More detail

will be given in the chapter 4.

Figure 2.7: Convolutional Neural Network architecture [9]

3. Image-Word embeddings: or visual-semantic embeddings [60], that aim to com-

bine the two modalities representations, and represent them in the same embedding

space. (Figure2.8) shows an example of model embedded images and labels to the

same space.

Figure 2.8: Visual-Semantic embedding model[28]
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4 Conclusion

In this chapter we have introduced the classification, which is a machine learning tech-

nique. We have focused on image classification task, and explain in detail its categories:

the single label classification with its subsets, and the multi-label classification. So, we

gave more detail on the multi-label image classification (MLC) which is the subject of

our study, and some MLC domain applications. An analysis of MLC traditional methods

and their categories has been presented as well. After that, we concentrated on the chal-

lenges in the MLC task, and especially the label-correlation. Finally we presented specific

domains that serve in resolving theses challenges.

At the end of this chapter we can say that to get more performance in MLC, we

must take into account the labels correlation. For exploring this issue, in the coming

chapter, we will present related works on multi-label image classification that consider

label correlations.
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Chapter 3

Multi-label image classification considering

label-correlation: State of the art
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Chapter 3

Multi-label image classification

considering label-correlation: State

of the art

1 Introduction

Unlike the single-label image classification, multi-label image classification (MLC) is

considering as a challenging task, according to the complexity of images and labels in-

formation. Learning from multi-label data passed by several attempts, such as using a

transformation or adaptation of the single-label image classification methods to deal with

multi-label, as shown in the previous chapter. Therefore,there is a big interest on using

deep learning methods because of its great performing in the classification tasks in gen-

eral.

In fact, in order to simplify the challenge of this task, a big panoply of literature works

consider a total independence among labels as an hypothesis within the given solutions.

However, this contradict the reality, where it exists a certain semantic shared (corre-

lation) between subsets of labels. Hence, the label-correlation is an important[23],[24],

[22],[36],[35], [59] information that must be considered for improving the multi-label clas-

sification tasks. For that, other literature solutions take attention to the label-correlation,

they can be classified into two big categories as shown in (Figure3.1). The first category

gave solutions that learn the dependencies among labels using traditional methods. The

second category learn the label correlations using deep learning methods.

31



Figure 3.1: Classification of multi-label image classification methods considering label-
correlation

We can categorize the second one into two sub-categories according to the label corre-

lations learning. The first sub-category, learns the dependencies among labels implicitly,

and the second one learns label correlations explicitly.

In the following sections we present these two categories.

2 Non-Deep solutions

This category of solutions takes into account the dependencies among labels to solve

multi-label image classification problems, and this by expansion of traditional methods,

without using deep learning tasks.

As an instance, (Read, Jesse, et al. 2011)[50] presented a novel binary relevance method,

by using a chain of binary classifiers. To model the label correlations, the chained method

can pass label information between classifiers [50]. The limitation of this method is that

the complexity increase with large number of labels.

3 Deep learning solutions

We can classifier the recent solutions based on deep learning into two categories. Firstly,

solutions that learn the dependencies among labels implicitly via attention mechanisms.

Secondly, solutions that explicitly learn the label correlations by compound models with

complex architectures.
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3.1 Deep learning solutions considering label correlations im-

plicitly

These solutions used deep learning methods and learn the local correlations among

labels or a set of features per images implicitly

As an instance, (Li, Changsheng, et al. 2019) proposed a deep neural network (DNN)

for multi-label image classification, based on REconstruction regularized Two-way Deep

distance Metric (RETDM) learning. Original images and labels are embedded via a CNN

and a DNN, respectively to a latent space. They present a two-way distance metric

learning strategy, to capture the dependence of image features, the dependence of labels,

and the correlations between images and labels on the embedded space.[38] The framework

of their model is shown in (Figure3.2).

Figure 3.2: Overall framework of (Li, Changsheng, et al. 2019) model [38]

3.2 Deep learning solutions considering label correlations ex-

plicitly

Numerous literature solutions of multi-label image classification modeled the label de-

pendency explicitly via deep models. After the great success of deep learning algorithms in

several domains and with other methods too, those solutions take into account this success

and use deep learning algorithms to achieve the goal of multi-label image classification.

As instances:

− (Chen, Zhao-Min, et al. 2019) proposed a multi-label classification model based on
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Graph Convolutional Network (GCN). To explicitly model the inter dependencies

between labels by GCN, they designed a label correlation matrix (graph structure).

They represent each node (label) of the graph as a word embedding of the corre-

sponding label. [20]

− (Song, Lingyun, et al. 2018) [52], proposed a deep Multi-Modal CNN for Multi-

Instance Multi-Label image classification (MMCNN-MIML). This model incorpo-

rates both images and textual context information for generating multi-modal in-

stances. Also it groups labels in its later layers, to benefit from the label correlations.

(Figure3.3) shows the architecture of (MMCNN-MIML), that consists of 4 modules.

Module I, visual instance generation (VIG). Module II, group context generation

(GCG). Module III, multi-modal instance generation (MMIG). Module IV, MIML

image classification.

Figure 3.3: The framework of MMCNN-MIML [52]

In Module I, they described the generation of visual instances from images by ex-

ploiting the architecture of CNNs. They generated the instance representations by

feature maps of the adaptation layer II as shown in (Figure3.4). In this layer, they

split the generated visual instances into different groups. So, in each group, rele-

vant labels share the same visual instances, which is help to learn features specific

to these labels.
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Figure 3.4: The architecture of Module I [52]

− (Durand, T, et al. 2019), proposed a method to learn a ConvNet with partial

labels, in addition to a loss function, which automatically adapts to the proportion

of known labels for each image. To illustrate the possibility of learning using partial

labels, they compared labeling strategies for multi-label datasets. They use in the

learned model a proposed method to predict some missing labels and adds them to

the training set. To explicitly model the correlation between labels and improve the

predictions of each one, they develop an approach based on Graph Neural Networks

(GNNs). In GNN for MLC, each node represents single label and the edges are the

connections between the labels. They use fully-connected graph to model all labels

correlation. With the ConvNet output, it was initialized the node hidden states.[26]

− (Cevikalp, H., et al. 2020), presented a semi-supervised multi-label image classifi-

cation method, and used the robust ramp loss in their method, to be able to learn

from images with noisy and incomplete labels. To label the unlabeled data, they

used label propagation based on the nearest labeled neighbors in the feature space.

The proposed classifier was integrated within a deep CNN, to allow the classifier to

use with hand-crafted features, or jointly trained with the feature extractor. Using

the underlying features, the CNN can model correlations between labels. [18]

− (Wang, Jiang, et al. 2016), proposed a CNN-RNN framework to explicitly model

the label dependencies as well as image-label relevance. It learned a joint embedding

space as shown in (Figure3.5), the red dots and the blue ones are the label and the

image embeddings respectively, and the black ones represent the sum of the image
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and recurrent neuron output embeddings. [54]

Figure 3.5: CNN-RNN framework for image MLC [54]

− (Yeh, Mei-Chen, and Yi-Nan Li. 2019), extended the visual-semantic embedding

model presented in[28] to solve multi-label image classification. they proposed a

new visual recognition model. The model consisted of a CNN framework and word

embedding model as shown in (Figure3.6). The model learns a mapping (a transfor-

mation matrix) from an image instead of a latent visual vector, and use the image

transformation matrix A to map words from an embedding word space W into a

new space W’, where the relevant labels to an image are near to each other. [58]

Figure 3.6: Visual-Semantic model for image MLC [58]
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4 Conclusion

In this chapter we presented some recent literature works for multi-label image classifi-

cation that make attention to the label-correlation. To well distinguish between them, we

categorized them into two categories. This classification depend on the manner to learn

the label correlations: implicitly or explicitly. Therefore, we mentioned a various recent

solutions based on deep learning.

In our work we are interesting by exploring the category of methods that deeply

and explicitly model the label-correlation. Especially, we will explore the last presented

work[58], and give our proper contributions, as well. We justify our choice by the quality

and clarity of presenting this work, that let us understand the most steps of the presented

solution.

37



Chapter 4

A deep solution for multi-label image

classification considering label correlation
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Chapter 4

A deep learning solution for

multi-label image classification

considering label correlation

1 Introduction

Inspired by the success of deep learning (DL) in multi label image classification (MLC),

and according to the great performance of Visual-Semantic model [58], We interested by

exploring theses two axis to deal with multi-label image classification and considering

label correlation as well. For that, we selected to explore an interesting recent work that

contains all theses axis: label-correlation, image-label correlation and multi-label image

classification (MLC)[58]. Hence, we consecrate this chapter to describe the solution given

by the authors and present where we gave additional contributions.

2 General description of the solution

Yeh, Mei-Chen, and Yi-Nan Li [58] give a solution to multi-label image classification

that consider the label correlations. The principal idea behind the presented solution

is that considering this task as a binary classification of labels: the correct labels of

an image are considered as positive ones and the other labels from the label set are

considered as negative ones. Therefore, given an image I to be labeled, the task of the

classifier is to partitioning the label set into two disjoint sets (positive and negative).

For more understanding, we give an example. Supposing that we have a set of labels
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L = (Person, Chair,House, Tree, boat, F ish, Cat, Sea),

(Figure4.1) shows a separation of label set L to positive and negative labels according

to its relevant to a given image.

Figure 4.1: Example of the principle idea behind the presented classification as a binary
classification

To do so, the authors model the visual-semantic multi-label image classifier by a linear

transformation matrix, which is learned via a visual model (CNN) and by considering the

label-correlation, the result from a word embedding model. For illustration, we can present

the global architecture of this solution in the (Figure4.2).

Figure 4.2: The general architecture of the presented model

As shown in the figure, the solution contains three modules: word embedding module,

visual embedding module and transformation module. The first module consist of a

word embedding model that maps words (labels) into a semantic embedding space of
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d -dimension, where each semantic related labels are close to each other. The second one,

is a CNN framework that learn a transformation matrix A with dimensions k× d from an

input image I and the embedding vectors of its corresponding labels. The last module

receive results of the two previous modules, to transform labels from d -dimensional space

to a k -dimensional visual-semantic embedding space, which separated the relevant and

irrelevant labels to the image I. In the following section, we will describe these modules

in detail.

3 Detailed description of the solution

The visual-semantic multi-label classifier of images exploits three big and challenging do-

mains in machine learning: word embedding, multi-modal (text and image) representation

and classification, in order to improve the performance of multi-label classifier of images.

The modules that make up the model are defined in detail as follows:

3.1 Module I (Word embedding)

Word embedding module learns to represent labels (categories) in a semantic space, by

representing each label in a fixed-length d -dimension embedding vector of real values, as

shown in (Figure4.3). This module predicts the adjacent labels in order to give similar

semantic embedding vectors for the labels which are semantically related.

In the proposed solution the authors used Word2Vec as a model for word embedding.

For more exploration we will use several models as, Word2Vec, Glove and FastText.

These models are deep neural networks usually used for classification or word/sentence

representation in NLP domain. Therefore, to train these models a large textual corpora

must be used as an input, like Wikipedia, Google news,...etc.
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Figure 4.3: The architecture of word embedding module

3.2 Module II (Visual embedding)

It is a CNN model that takes as input an image I and embedding vectors of its labels.

The objective of this CNN is not to give a visual representation of this image I (visual

vector) but is to learn from it a linear transformation matrix A considering its label

embeddings (positive labels), so that the distance between transformed positive label

vectors pi and the origin is smaller than that of negative ones nj (the other labels from

label set):

‖Api‖2 < ‖Anj‖2 (4.1)

Where A is the transformation matrix, pi are the corresponding d -dim vectors of the

relevant (positive) labels to an image and nj are the d -dim vectors of the irrelevant

(negative) labels to the image.

To train this CNN the authors used two loss functions. In our work we choose the

second one: the log-sum-exp pairwise loss function as bellow:

Llsep = log(1 +
∑
i

∑
j

exp(‖Api‖2 − ‖Anj‖2)) (4.2)

This loss function is smooth and differentiable , and this make it easier to optimize[58].

When the train is achieved and the loss function in optimized, this module is used to

predict the matrix A for each new image to be labeled.

To achieve the described objective, in general, any deep visual neural network can

be used to train the image dependent word classifier[58]. The main thing is that the

dimension of the output layer is set to the size of the transformation matrix A. The
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authors used the visual model VGG-16. However, in our work we will experiment other

deep neural network. This deep neural network uses a dataset of images and the word

embedding d -dimension vectors (results from the first module) for training, and get in the

output the transformation matrix A with dimensions k× d (Figure4.4) shows the general

architecture of the module II.

Figure 4.4: The architecture of the visual embedding module

3.3 Module III (Prediction of relevant labels by Transforma-

tion)

At this stage, the two previous modules are trained. Hence, In the presence of a new

image I to be multi-label classified, the current module aims to predict the relevant

labels to this input image. For doing, the previous module predict the corresponding

transformation matrix A, and the current module transform the original d dimensional

embedding vectors of all labels into new k dimensional visual-semantic space, and thus by

multiplying each embedding vector by the predicted matrix A of the image I. The result

is that the relevant labels to the input image I will be near to the origin in the new space

as shown as in (Figure4.5).
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Figure 4.5: Example of visualization labels space (reduced to 2D space) of an input
image[58]

4 Conclusion

In this chapter we deeply described the solution that we explored from the literature

and we presented where we gave additional contributions. In the following chapter we

will present our experiments and evaluate the results with analyze.
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Chapter 5

Experiments, Results and Discussion
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Chapter 5

Experiments, Results and Discussion

1 introduction

In this chapter we will present our experiments on the presented solution. Hence, we

start by presenting the experimental settings. After that, we give the experiments of the

solution steps and analyzing the obtained results. We also present a comparison between

word embedding models. Noting that, we implement our proper code for the different

modules (the authors code is not given in the web).

2 Experimental Settings

In this section, we present the experimental settings (development tools, the image

dataset, the textual corpora and the evaluation protocol) that we used in our experiments.

2.1 Development Tools

We used in separation of the dataset the personal computer with the following character-

istics:

− Toshiba Windows 7 Professional with 8,00 Go memory capacity, processor Intel(R)

Core(TM) i7-4510U CPU @ 2.60 GHz and system 64 bits.

For code implementation we use Kaggle (online editor) with the following specifications:

− Intel(R) Xeon(R) CPU @ 2.30GHz, 16GB RAM.
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2.2 Textual corpora for word embedding

In order to train a word-embedding model , we need to use a textual corpus as an

input. For that, we do the experiments of corresponding module using different corpus as

follows:

− Google News corpus, contain about 100 billion running words.[3]

− Common Crawl corpus, contains petabytes of data collected over 8 years of web

crawling. [11]

− UMBC WebBase corpus, is a dataset of high quality English paragraphs containing

over three billion words.[8]

− statmt.org news dataset

− Wikipedia 2017 dataset, contain about 5 million articles, with more than 23 million

individual sections.[1]

2.3 Multi-label dataset ” NUS-WIDE ”

NUS-WIDE [21] ”A Real-World Web Image Dataset from National University of Sin-

gapore”, is a multi-label image dataset, created by NUS’s Lab for Media Search, contains:

− 269,648 Images associated 5,018 tags from Flickr.

− Images list divided into 161,789 training images, and 107,859 testing images [55].

− Ground-truth for 81 concepts.

(Figure5.1) shows different examples of images from NUS-WIDE dataset with the

corresponding labels.
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Figure 5.1: Example from NUS-WIDE images with the corresponding labels of each one

2.4 Evaluation Protocol

We will evaluate the word-embedding module and the prediction module as well, , as

following:

Word embedding evaluation protocol:

In order to evaluate the obtained vectors from word embedding models, and comparing

between their results, we use two evaluation protocols. The first one consists to visualize

the embedding results, and the second one aims to compute the similarity between labels.

So, to visualize the embedding results we need to apply a dimensionality reduction to two

or three dimensions. For that we using in experiments the following two methods:

• t-SNE (t-distributed stochastic neighbor embedding), is a machine learning algo-

rithm used for embedding and dimensionality reduction as well. t-SNE aims to map

a high-dimensional data into a low-dimensional space of two or three dimensions.

So that, they can be visualized by giving each data point a location in the reduced

space.[40]

• UMAP (Uniform Manifold Approximation and Projection for Dimension Reduc-

tion), is a machine learning technique for dimensionality reduction, aims to accu-

rately represent local structure and better incorporate global structure. It is well

scalable with large datasets [16]. It can applied on real world data and try to find

a low dimensional embedding to data. It has superior run time performance and
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preserves more the global structure. The UMAP algorithm competes with t-SNE

for visualization quality [43].

In Addition of evaluating the word embedding results by visualization of the re-

duced obtained embedding vectors, we aim to do an empirical evaluation as well.

For that, we compute the similarity between label embedding vectors to show if

the near labels in the semantic space (embedding space) have a big similarity. In

other words, to show if the semantically related labels have a big similarity measure

comparing to the other labels in the embedding space. To do so, we use the known

measure: cosine similarity measurement. It computes the cosine between two

vectors A and B. It is calculated by the equation [46], and gives values between 0

and 1. Hence, a value of 1 signify identical labels (synonyms), value of 0 signify inde-

pendent labels, and values in between express how much two labels are semantically

correlated.

similarity(A,B) =
A ·B

‖A‖ × ‖B‖
(5.1)

where ‖A‖ is the norm of the vector A.

So, if two labels are semantically similar, or have a big semantic correlation, the

cosine between their vectors will be high and vice versa.

Multi-label prediction evaluation protocol:

In order to measure the classifier performance we use the accuracy. Accuracy is the most

fundamental metric for evaluation of the classification, it shows us how good performing

the classifier. The value of accuracy range from 0 to 1 [51]. Its general formula [4] is:

Accuracy =
Correct Predictions

Total Number of Examples
(5.2)

3 Experimental Results

In this section, we will present in detail the obtained results from the different experi-

ments we done:
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3.1 Word embedding results

We have experienced three pre-trained models of word embedding, Word2Vec, GloVe and

FastText.

The obtained results from each one are 300 dimensions word embedding vectors of the

given vocabulary. We selected the word embedding vectors of 81 labels of NUS-WIDE.

In fact, evaluating the word embedding quality from vectors of 300 dimensions directly is

not possible. For that, we will evaluate the obtained results by :

• The visualization of resulted vectors after applying dimensionality reduction,

• Computing the semantic similarity between pairs of labels

Visualization of the word embedding resulting vectors:

In order to visualize the obtained embedding vectors, we selected 81 concepts of NUS-

WIDE , and apply the two dimensionality reduction techniques t-SNE and UMAP to map

vectors from a 300 dimensions to 2 dimensions.

1. Word2Vec word embedding results:

Word2Vec is a pre-trained word embedding neural network on a part of Google

News corpus containing 3 million words and phrases [45]. It is available in : [3] . it

gives in output vectors of 300 dimensions.

The figure5.2 and the figure5.3 show the visualization of the Word2Vec obtained

word-embedding vectors of the 81 labels of NUS-WIDE using t-SNE and UMAP

respectively .
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Figure 5.2: Visualization of the Word2Vec obtained word-embedding vectors of the 81
labels of NUS-WIDE using t-SNE

Figure 5.3: Visualization of the Word2Vec obtained word-embedding vectors of the 81
labels of NUS-WIDE using UMAP

2. GloVe word embedding results:

GloVe is pre-trained word embedding neural network. for its train 1.9 Million words

used from Common Crawl dataset [48]. It gives in output vectors of 300 dimensions.

The figure5.4 and the figure5.5 show the visualization of the GloVe obtained word-

embedding vectors of the 81 labels of NUS-WIDE using t-SNE and UMAP respec-

tively .
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Figure 5.4: Visualization of the GloVe obtained word-embedding vectors of the 81 labels
of NUS-WIDE using t-SNE

Figure 5.5: Visualization of the GloVe obtained word-embedding vectors of the 81 labels
of NUS-WIDE using UMAP

3. FastText word embedding results:

FastText is a pre-trained word embedding neural network on 1 Million of words and

phrases collected from Wikipedia 2017 corpus, UMBC WebBase and statmt.org

news dataset[44].it gives in output vectors of 300 dimensions. It is available in [2].

FastText is the newest and the fastest model comparing by Word2Vec and GloVe[17].
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The figure5.6 and the figure5.7 show the visualization of the FastText obtained

word-embedding vectors of the 81 labels of NUS-WIDE using t-SNE and UMAP

respectively .

Figure 5.6: Visualization of the FastText obtained word-embedding vectors of the 81
labels of NUS-WIDE using t-SNE

Figure 5.7: Visualization of the FastText obtained word-embedding vectors of the 81
labels of NUS-WIDE using UMAP

From these different figures it is clear that the three models Word2Vec, GloVe or

FastText are globally a good word embedding models and this either by using t-SNE or

UMAP. Seeing that the labels which are semantically similar, they are mapped close to

each other. For example the labels: cat, dog, tiger, cow, horses are mapped close to
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each other. This is very real because they are semantically correlated and shared a same

semantic class which is ’animals’. A profound analyze will be given in the corresponding

section.

Semantic similarity between word embedding vectors:

To measure the capability of the tree models in capturing the semantic in the embedding

vectors, we compute the semantic similarity between vectors using Cosine Similarity.

As an example we choose to measure the similarity between the two labels ’flower’ and

’garden’ in one hand and between ’whales’ and ’bed’ in the other hand. The obtained

cosine similarity between corresponding vectors from the different word embedding mod-

els, are presented in the table 5.1. Remembering that the cosine similarity gives values

between 0 and 1.

Example / Model Word2Vec GloVe FastText

’flower’ - ’garden’ 0.59 0.62 0.63

’whales’ - ’bed’ 0.03 0.09 0.24

Table 5.1: Semantic similarity between pairs of word embedding label vectors of
Word2Vec, GloVe and FastText respectively

After computing the semantic similarity between several pairs of labels, we noted that

FastText was the most permanent in capturing the semantic correlation among labels.

Hence, we select its word embedding results of the 81 concepts of NUS-WIDE as an input

for the coming experiments on learning a CNN model and prediction module as well.

The figure 5.8) shows a selection of the word embedding vectors for some NUS-WIDE

labels from the resulting vectors of the word embedding module
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Figure 5.8: Word embedding vectors for some NUS-WIDE labels from the resulting vectors
of the word embedding module

3.2 Visual embedding results using ResNet

As we presented in the previous chapter, the goal is to use a CNN model that takes

as input an image I and embedding vectors of its labels (positive labels) in order ,not

to learn a visual representation but, to learn a linear transformation matrix A. So that

the distance between transformed positive label vectors pi and the origin is smaller than

that of negative ones ni (the other labels from label set). For doing, any CNN can be

fine-tuned, such as AlexNet, ResNet, GoogLeNet and VGGNet.

In fact, ResNet (Residual Network) won in ImageNet Large Scale Visual Recognition

Competition for image classification 2015.[60], and it shows its performance in image

classification against other CNNs. For that, we selected it to learn this matrix.

ResNet was proposed by (He, Kaiming, et al. in 2015) at Microsoft Research. This

new architecture is a residual learning framework to make easy to train networks that

are more deeper. Its architecture inspired by VGG-19, but this network uses 34-layer

with adding the shortcut connections, and this is what makes it a residual network. In

addition, the residual networks are easier to optimize.[30]. The way this network works

is by use residual learning to every few stacked layers (called blocks). in this block it use

the ”shortcut connections” (Figure5.9) to skipping a number of layers, in order to skipped

any layer hurts the performance.[30]
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Figure 5.9: The architecture of a building block in ResNet[30]

Therefore, to make the ResNet50 learn a matrix A for a given multi labeled image, we

proceed as follows :

1. We imported a pre-trained ResNet50 model as shown in (Figure5.10).

2. Because that the model is trained on a single label dataset (ImageNet), we fine-tuned

it and add our output layer suit the multi-label model as shown as in (Figure5.11).

This by using the per-trained model weights and delete the trainable parameters

without the added of the last layer.

Figure 5.10: Visualization of the pre-trained ResNet50 summary
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Figure 5.11: The summery of ResNet50 after fine-tuned

3. Because of NUS-WIDE dataset (Train and Test images folders) wasn’t separated

and because it contains a big number of images, it takes time in separation and

also in training. So, we create a sub folders of training and testing images with

a small numbers. Training set contains 2967 images while the testing set contains

1992 images, taking into consideration removal of the images that doesn’t contain

any labels (positive labels) from the 81 labels. At the same time we separate the

corresponding tags (annotations) and the images names of our new data from the

original file.

4. To make the ResNet train on the image dataset, we complete by the following steps:

• We was mentioned that we will use the word embedding model FastText. So,

the final multi-label model combine between the FastText and ResNet.

• We pass the training set of images to the ResNet from dataset, in addition

to the corresponding labels (annotations) and the embedding labels vectors of

those images from FastText model. Where, the last layer length of ResNet is

3000 (300× 10), 300 is the length d of obtained vectors from FastText, and 10

is a chosen number k.
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• During the training we separate the corresponding 300-dim vectors of the pos-

itive and negative labels of each image to pass them after that to the loss

function.

• The last step of the model creation is developing the log-sum-exp loss function

by using the 300-dim embedding vectors, the annotations and the elements of

the last layer.

In fact, we stopped in this step because of the problem: the development of

this loss function, and this according to the complex implementation rules of

creating a loss function, and because it used other parameters out of the main

parameters that passed by the model-fit function.

4 Discussion of Results

In this section we will discuss the obtained results :

4.1 Discussion of word embedding results

According to the visualizations above, we can observe the following:

1. After experiment the three models of word embedding (Word2Vec, Glove and Fast-

Text) in (Section 3.1), we note that in the two visualizations with t-SNE and UMAP

for the three models the labels that belong to the same semantic category, they are

mapped close to each other. However, in the separation between the different cate-

gories, UMAP shows a good performance against t-SNE, in all models. This because

of UMAP is better in the preservation of the global structure[16] (the global posi-

tions of clusters) of data than t-SNE, without forgetting the local structure.[10]

2. By looking to the UMAP visualizations of the three models, we remark that FastText

model separated the concepts well in comparison to Word2Vec and GloVe. As an

example if we take the word ’bird’, is an animal but in the same time is close to

nature (’plants’, ’flowers’, ..), and that is clear in FastText model by UMAP. As a

second example, words (’whales’ and ’fish’) are also animals but in other hand are

close to the sea concepts as (’swimmers’ and ’boats’).
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3. After computing the semantic similarity between several pairs of labels, we noted

that FastText was the most permanent in capturing the semantic correlation among

labels. FastText take into account the internal structure of words which could be

very useful for words that occur rarely, and also for morphologically rich languages.

4.2 Discussion of visual embedding results

ResNet50 presents a complex architecture compared to the other ones like VGG16. This

makes the customizing of the training function and the called sub-functions a very com-

plicated task.

5 Conclusion

In this chapter we have presented our experiments on the explored solution. We have

started by define the experimental settings: textual corpora and image dataset. After that

we have mentioned the used evaluation protocol during the experiments. We continued

by given the results that we got it in all steps. Finally, we have evaluated and analyzed

the obtained results.
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General conclusion

Through research on artificial intelligent systems, we can find several operations of

human brain that was modeled or simulated by computers, such as knowledge, learning,

reasoning, recognition and classification, ...etc. Machine learning is a part of artificial

intelligence that cover a considerable number of those operations (tasks). Therefore, the

image classification is one of machine learning tasks, that aims to categorize images into

one or more predefined classes (labels). Multi-label image classification is considering as

an important and challenging task. The main idea behind multi-label image classification

is to classifier images, where assign for each image more than one class.

Multi-label image classification is considering as a challenging task, according to the

complexity of images and labels information. In order to simplify the challenge, a big

panoply of literature works consider a total independence among labels as an hypoth-

esis within the given solutions. However, this contradict the reality, where it exists a

certain semantic shared (correlation) between subsets of labels. For that, other litera-

ture solutions take attention to the label-correlation, we have classified them into two big

categories. The first category gave solutions that learn the dependencies among labels

using traditional methods. The second category learns the label correlations using deep

learning methods. We have categorized the second one into two sub-categories according

to the label correlations learning. The first sub-category, learns the dependencies among

labels implicitly, and the second one learns label correlations explicitly. In this thesis we

have explored in a deep solution that learns label correlations explicitly.

The presented solution of multi-label image classification considering label correlations

is a visual-semantic multi-label image classifier. The principal idea behind this solution

is that considering this task as a binary classification of labels. Therefore, given an image

to be labeled, the task of the classifier is to partitioning the label set into two disjoint
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sets (positive and negative). This classifier consist on three modules. First one, used

FastText as a word embedding model to represent labels into a semantic d -dimensional

space. Second module, used CNN framework witch is a ResNet that learns a transfor-

mation matrix from the input image considering its label embeddings (positive labels).

The last module used the results of the two previous module (embedding vectors and

transformation matrix) and transformed labels from the semantic d -dimensional space

to a new visual-semantic k -dimensional space, to predict the relevant labels to the input

image.

As well as, we did a comparison between three word embedding models Word2Vec,

GloVe and FastText. In order to optimize the performance of the existing solution, we

have used FastText model according to its performing and speed. And we use ResNet due

of its grate performance in image classification against other CNNs that have a simple

architecture.

As difficulties, the studied field is wide and contain a huge number of different works.

However, we tried to cover a number of some important works. The main difficult and

problem we found it is in implementation, and exactly in customizing of machine learning

functions to emulate it with our problem.

As perspectives of our work:

− Firstly, we hope to complete the implementation of the presented solution to show

the given results for multi-label image classification .

− Experiment other visual deep learning models with other word embedding models.

− In addition of applying a linear transformation in order to joint the two modalities

images and labels (visual and semantic modalities), look for other methods for

multi-modalities representation or modalities fusion. The goal is to improve the

performance of the multi-label image classifier that consider the two modalities.

− Improve the presented solution to be robust against noisy labels (false labels in the

training images).

− Adapt the presented solution for a semi-supervised configuration (when a part of

training data is unlabeled).
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− Exploring more deep solutions for modeling the label correlation either implicitly or

explicitly, in order to look for better results on capturing this semantic information.

− More exploring the domains of multi-modal representation and multi-modal fusion.

− Combining our work with these of other colleagues, like image segmentation by

MLC, and Semi-supervised learning for MLC.

− Explore the active learning for MLC.

− Explore the graph based neural networks ( as hyper graph NN, Graph convolutional

NN: GCNN,...) for MLC.

− Exploring the implicit methods via intention mechanism.

− Applying the MLC solutions for other domain as the Medicine.
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