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Abstract
This work deals with fault diagnosis of power converter used in photovoltaic systems

which supply and isolated electric load and how it transform the current safely to devices.
this thesis treat the multicellular power converter describe how much the power converter
failures influence to the load current the main focusing is in the capacitors faults which
can affect badly to the load currents so it can result bad consequences on devices. which
proposed a solution for this problem using (KNN) k-nearest neighbor machine learning
algorithm to build a classification model for diagnosis. and using two modes of control in
order to compare in term of the function under failures , load current preservation and
the smoothest, and in term of the accuracy of the classification model built.as well as
to using the sliding mode control mode and the exact linearization mode, this is for the
purpose of comparison in terms of system performance during the occurrence of faults
and the extent of their impact on the load current by examining the shape of its signal
and analyzing the robustness of the two controls in not being greatly affected by the
faults and showing it.

Keywords :Fault diagnosis based machine learning, multi cellular power converter,
photovoltaic system, no linear control
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Résumé
Ce travail traite du diagnostic de panne du convertisseur de puissance utilisé dans

les systèmes photovoltaïques qui alimentent et isolent la charge électrique et comment il
transforme le courant en toute sécurité vers les appareils. Cette thèse traite du conver-
tisseur de puissance multicellulaire et décrit à quel point les pannes du convertisseur de
puissance influencent le courant de charge le principal la focalisation est dans les défauts
des condensateurs qui peuvent affecter gravement les courants de charge, ce qui peut
entraîner de mauvaises conséquences sur les appareils. qui a proposé une solution à ce
problème en utilisant l’algorithme d’apprentissage automatique KNN pour construire un
modèle de classification pour le diagnostic. En utilisant deux modes de contrôle afin de
comparer en terme de fonction sous pannes, conservation du courant de charge et le plus
lisse, et en terme de précision du modèle de classification construit. ainsi que d’utiliser
le mode de commande en mode glissant et le mode de linéarisation exacte, ceci à des fins
de comparaison en termes de performances du système lors de l’apparition de défauts
et de l’ampleur de leur impact sur le courant de charge en examinant la forme de son
signal et analyser la robustesse des deux contrôles à ne pas être fortement affectés par
les défauts et à le montrer.

Mots clés :Diagnostic de panne basé sur l’apprentissage automatique, convertisseur
de puissance multicellulaire, système photovoltaïque, contrôle non linéaire
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Introduction
Recently, the solar photovoltaic (PV) energy has seen a huge demand in the electric power
production, because it is a clean energy source, environmentally friendly that produces
no gas emitted [37] And it led to a wide development in many aspects, such as avoiding
new project electric transportation lines and reducing the electric energy bill and used
to provide with water in isolated areas. Among the solar photovoltaic component, the
power converter is used as an interface between photovoltaic panels and electric load, the
power converter constitutes between 43% and 70% of the PV power plant service requests
[55] in order to convert the direct current (DC) voltage produced by photovoltaic panels
to alternating current (AC) voltage, however when a failure occurs in power converter
all advantages may affected negatively, such as no water extracted in isolated areas,
high cost and increased time of maintenance intervention, as well as, it has a significant
impact on the reliability of the PV systems [4] Therefore, the use of fault diagnosis
of power converter used in photovoltaic system is considering as a big challenge task.
several causes that prevent power converters to operates in health conditions specially
in power switches and flying capacitors. To deal with this issue many research works
have been developed in literature, such as in multicellular power converters control in
[46] and [52],a solar PV system based on Step-Up Boost converter in order to extract the
maximum power form solar panels [5], in addition of treating, in the wind energy as in
[63],as well as in the wind turbine converters in [53] and [50] ,the evolution also included
the controlling systems using exact linearization control as mentioned in [49] and active
filtering in [71] in [47], including the optimization in conversion energy effeciency in [51],
the contribution of multicellular power converter as mentioned,fault tolerant control in
[48] ,also in the integration of PV systems characteristics in energy extraction [29] , as
well as the classic converter using before and its limitations [4], [65].

This thesis include the fault diagnosis of multicellular power converter four level, fo-
cusing on the capacitor failures that make distortions in the load current shape, Including
the appearance of harmonics which affecting electric loads, by reducing the lifetime of
devices, increase mechanical vibrations and overheating in machine windings. These
faults may also lead to catastrophic damages depending on the environment concerned.
It can be said that the harmonics are the disturbances which disperses the signal wave-
form. Distortions of waveforms leading to malfunctions, increases in peak values causing
dielectric breakdowns causing overheating and thus additional losses in current as well
as in voltage, as well as a spectral spread causing vibrations and mechanical fatigue are
just a few of the effects of harmonics on electrical installations and equipment. Because
of the increased costs, energy efficiency degradation, oversizing, and productivity losses,
all of these factors have a major economic impact. Fault detection methods is the pro-
posed solution in this work for tracing how faults form in multicellular power converter
systems, knowing the source of the fault, to be able to address faults directly without
interfering with the healthy parts. Machine learning method topped the list of scientific
research concerns,medical field [45], electrical [1]... It has received a lot of uses, due to its
accuracy in automatic classification such as in [40] . It uses algorithms that are similar



to human thinking in distinguishing between types in which classification is achieved by
a series of logical processes and by following the decision tree [10] , it will be able to
give us the correct classification through simple symbols that human understands.Given
enough data while training the model [7] , these are capable of modeling even the most
complex problems in high efficiency.

In order to exploiting the study also in choosing a control in line with the system
specifications in terms of resistance to faults and their observation, there are many
control systems for multicellular power converters, There will always be a discrepancy
between the actual plant and its mathematical model , these discrepancies arise from
unkown external disturbances, plant parameters, and parasitic/unmodeled dynamics,
designing control laws that provide the desired performance in presence of these distur-
bances/uncertainties is a very challenging task [70]. This has led to intense interest in
the development of the so-called robust control methods. One particular approach to
robust controller design is the so-called sliding mode control technique. Sliding mode
control is employed for nonlinear systems for controlling the power converter [61] , it is a
technique that uses an intermittent control signal to change the dynamics of the system
(or more strictly, a control signal of a specified value) [58]. Sliding mode control is a
particular type of variable structure control ,the main advantages of sliding ode control
are robustness, finite-time convergence, and reduced-order compensated dynamics.[27].
Exact linearization control is used to cancel the model’s non linearity [39]. because
the exact linearization control is vulnerable in the presence of unknown dynamics and
uncertainties, and the gains of the linear stabilizing control are sensitive to output per-
formance [28]. exact linearization is a common nonlinear control strategy used to control
nonlinear systems [68] . The transformation must be a diffeomorphism to ensure that the
transformed system with exact linearization is an equivalent representation of the origi-
nal system as in [56]. That is, not only must the transformation be invertible (bijective),
however, it must be smooth in order for the differentiability in the original coordinate
system to be preserved in the new coordinate system, so chapter 1 represents multicell
power converter types and modes of control mentioning the main faults that occurs the
load current shape and the determination of the state representation of ML converter
circuit, chapter 2 to remains the characteristics of Machine learning and the approaches
used to process data as well as the describing of KNN algorithm and FFT spectral
analysis, the chapter 3 contains the implementation and results of the study where all
steps of work will be considered beginning with data collection and processing under the
application of the two modes of control (sliding mode control and exact linearization
control) moving to data preparation and feature selection then the application of KNN
machine learning algorithm with the comparison between the two modes of control and
determining the best accurate model.



Chapter 1

Multicell Power Converter

1.1 Introduction
This chapter is composed in 3 parts. The first part is dedicated to multi-cell (ML)
energy converters and recollects their topologies and their usage, notably withinside the
domain of renewable energies with a specific attention on solar applications and DC
microgrids. The accompanying sections are linked with managing of energy electronics
converters. We remember a few essential repercussions on classical control approaches
dedicated to power converters and past efforts linked with control of interleaved multi-
cell power converter.Finlay, we’ll define different kinds of faults in ML converters and
state representation of control circuit in ML power converter .

1.2 Topologies of Multilevel DC/DC Converters
There are a number of exceptional topologies of multilevel power converters reliant on
the power range, form of conversion, their applications etc. however they’ve the identical
basic properties. Such as apparent switching frequency and harmonic cancellation[35].

1.2.1 Series connections

There are more than one approach to construct a series multi-cell power converter de-
pending on the kind of power supply.

1.2.1.1 Series connection with isolated power sources

Figure 1-1 indicates a multi-cell DC-DC power converter with series connections. In this
shape in which the power supplies are isolated, the introduced power from every power
supply, the duty cycles and the switching frequencies may be specific from each cell.
This topology is used in DC-AC applications more than in DC-DC applications.

For DC applications they may be used with DC storage devices, which includes
batteries in which every power converter manages the battery cell energy while providing,
though the series connection, the capability to supply high voltages[66]. The DC sources
also may be low voltage generators such as fuel cells or PV panels[15][13]. For PV panels
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in a identical string, all cells will have the identical design, switching frequency and duty
cycles. It is likewise feasible to use an interleaved pulse width modulation (PWM) to
this shape reduce the voltages and currents ripples on the input and output of the power
converter[23].

Figure 1.1: Classical Power converter: series connection with isolated
power supply

1.2.1.2 Flying capacitor

This topology can be used with a single DC supply and may be used both for AC or DC
applications. In case of unidirectional output current some switches may be changed by
diodes as shown in Figure1.1 [34].

Such converters may be designed with any variety of cells as shown in Figure 1-2
b [33]. For AC sources, opposite blocking devices can replace bidirectional switches of
Figure 1-2-b to build the current source inverter shown in Figure 1-2-c. This also can be
executed by using a four-quadrant AC chopper as in [26]. In those to final configurations,
the voltage source is AC, the flying capacitor voltages are AC too. The manipulate of
such AC topologies are greater complicated to realize as the dynamic of active balancing
of the capacitor voltages must be fast In order to follow the AC voltage of the supply.
This includes a high switching frequency.
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Figure 1.2: Different topologies of flying capacitor converters

1.2.2 Parallel connections

1.2.2.1 Star connection with interleaved PWM:

Figure 1-3 indicates a multicell boost converter with a star connection of inductors [35].
The 3 inductors on this connection have the identical size and the supply current is
split into 3 equal parts through the 3 cells. The major advantage of the interleaved
multicell power converter with a star connection is the reduction of the voltages and
current ripples on the input and output of the converter. This provides the opportunity
to reduce substantially the size of input and output filtering capacitors.

Figure 1.3: Parallel multi-cell converter with star-connected inductors
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1.2.2.2 Interleaved multicell power converter using InterCell Transformers
(ICTs):

The current ripple reduction in interleaved parallel star connection utilizing uncoupled
inductors is only observable on the input and the output. In such topologies, there
is no decrease in the rate of current ripple inside the cells. As a consequence, such
a solution is contained to a small number of cells (3 or four). It is conceivable to
overcome this issue by employing magnetically coupled inductors.magnetic coupling may
greatly minimize the ripples within the cells.we can observe that the cell-current ripples
are considerably decreased. These findings may be compared to the waveforms of cell
currents for uncoupled inductors. This property allows for enormous reductions in the
size of inductors.

The cells of a multi-cell parallel power converter may be magnetically connected in
two ways. The cyclic cascade construction, depicted in Figure 1-4-a, in which winding
transformers are utilised to link nearby cells. The second conceivable approach is to
employ a monolithic magnetic device, as illustrated in Figure 1-4-b. In this architecture,
all of the windings are coiled on the same magnetic core, enabling cells to react with one
another.Different design topologies for linked inductors and intercell transformer (ICT)
are shown in [54] Because of the subdivision of currents in numerous cells, such parallel
topologies may be employed for huge current supply systems with very low voltage. The
prospective decrease of the global output inductance is also a noteworthy component
because it gives to such converter the capability to drive a highly dynamic load [35][36].

Figure 1.4: a) cyclic cascade configuration b) monolithic configuration

1.3 Faults In Multicellular Converters
Multicellular converters as all power converters consistof active elements of semicon-
ductors (diodes, MOSFET,IGBT, GTO) and energy storage elements (inductances and
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capacitors). Although studies are rare, it is common that the firsts and especially the
controlled switches are the most exposed to failure. This could happen from their control
as a physical fault always related to a thermal problem caused by an overload due to a
power surge causing an avalanche; which provokes the increasing of internal temperature
of the power interrupter [32] [16].

1.4 Adding cells to multicellular converters

1.4.1 Advantages

The main advantage of the elevation of cells is to operate in health conditions especially
with raising the number of power converter cells. Because as we elevate flying capacitors
our signal’s output load current distortions and harmonics appearance gets low .also the
elevation of power switches makes the multicell converter work comfortably and with
high efficiency owing to voltage division among the cells which increases the switching
frequency.

1.4.2 Disadvantages

As the number of cells in power converter increases, the control algorithm gets more
complicated due to the considered number of commutating switches.

1.5 Flying cpacitor converter Modeling:
Capacitors are employed in this sort of multilevel converter configuration. Figures 1.5
1.6 1.7 demonstrate 3,5,and 7-level FC (flying capacitor) converter types, respectively.
Its maximum output voltage cannot be more than half of the input voltage. Capacitor
may be used to regulate power flow. Due to the high frequency switching, switching
losses will exist in this kind of converter [59].

Figure 1.5: 3-level FC converter model
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Figure 1.6: 5-level FC converter model

Figure 1.7: 7-level FC converter model

The output voltage of a multilevel converter is created at a high frequency, with a
low switching frequency and minimal distortions. A hybrid multi-level converter is used
to generate high voltage at the output, minimizing total harmonic distortion (THD) ,
dv/dt stress, and common mode voltage [42] [43].

Figure 1.8: Output voltage and current waveform of 3-level FC
inverter
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Figure 1.9: Output voltage and current waveform of 5-level FC
inverter

Figure 1.10: Output voltage and current waveform of 7-level FC
inverter

Thus, greater levels of multilevel inverter perform better than lower levels of multilevel
inverters(as shown in fig 1.8 1.9 1.10), and noise on the output side of the inverter
decreases as the level of multilevel inverter increases[60]. leading to the conclusion that
for dc to ac conversion in renewable energy applications, higher level flying capacitor
multilevel inverters should be preferable.

1.6 Multicell Power Converter in Solar application and mi-
crogrids

Parallel multi-cell converters using ICTs are an interesting approach in the sector of low
and medium voltage and high current power converters. These very versatile systems
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may be used in many varieties of power conversion systems including DC-to-DC power
converters with boost or buck functions, as well as DC-to-AC inverters and AC-to-
DC synchronized rectifiers. They are widely utilized in diverse applications and are
especially useful in renewable energy systems such as photovoltaic inverters [12],[18]
storage management systems [73], fuel cell converters [18] in addition to electric vehicles
[14]. Although this achievement, future improvements, such as ICT design for fault-
operation [54] and control enhancement [25],[17] may be possible. A simplified schematic
of a microgrids structure is shown in Figure 1.11. The main player in such microgrids is
the power converters. In microgrids, power converters are used to balance power, voltage,
and current. The multicell power converters are appropriate for use in renewable energy
resources because of their features and advantages [31].

A photovoltaic array feeds a load which might be likely a battery, directly some DC
loads or a grid inverter [66]. As each PV’s maximum power point and the load voltage
can vary greatly, it is obligatory to interface a converter among the load and the source.

This may be executed for low voltages and low power with a multicell interleaved
power converter. The key advantage of this power electronics arrangement over a classic
single buck converter is that it ensures minimal current ripples on both the input and
output sides. In fact, concerning the input stage, the input current ripple is reduced by
an factor while the input current obvious frequency is elevated by an aspect of n. As a
result,the Ci capacitance may be decreased by a significant n2 factor leading to improve
the system dynamics and specifically it’s capacity to track faster the PV array’s greatest
power point. Similarly, the amplitude of segment modern-day ripples are decreased by
a n2 factor as compared to an uncoupled multi-cell converter (considering a comparable
filtering inductance value), which reduces t+he limitations on the power semi-conductors
and the associated losses. Moreover, the global power converter output current ripple
is decreased as compared to a classical one-cell Buck DC-DC converter, similar to an
interleaved multi-cell DC-DC Buck converter with uncoupled inductors This reduces the
requirement to filter the output voltage: in certain conditions, no additional output
capacitor is needed.

The control theory of nonlinear system has been attracting growing attention in
recent years, both for its technical importance as well as for its influence in diverse
sectors of application. In important fields, such as aerospace, chemical and petrochemical
industries, biotechnology, and robotics, a new practical use for this instrument develops
every day.

1.7 Classical control and LQR
There are some control strategies to control power converters and drives. Figure 1.12
demonstrates the most well-known control techniques.Some approaches, such as hystere-
sis control, are very well covered and simple, even though other control techniques are
more sophisticated and need more calculation power, but lead to higher system perfor-
mance.
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Figure 1.11: schematic diagram of DC microgrid structure [62]

Control in power converters is the most investigated subject. There are two basic
classical approaches for such control that have been intensively investigated over the last
decades: hysteresis control and linear control utilizing pulse width modulation (PWM).

Figure 1.12: Different types of converter control for power converters
and drives
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1.7.1 Hysteresis control

Hysteresis control uses the non linearity of a power converter caused through the switch-
ing states of a power converter. The proper switching state may be described as a way
to insure an oscillation of the controlled quantities around the specified one with a given
hysteresis width. It may be used in simple applications, as an example in case of simple
current control but also can be generalized to more complicated systems like in direct
power control [38].

Usually this type of controller is carried out with analog electronic devices. Indeed,
an implementation on a digital platform required a totally excessive sampling frequency
to properly control variations of the controlled quantities. Furthermore, the switching
frequency is variable in such control for a set hysteresis width but note that there are
a few possible changes of this control approach to obtain a fixed switching frequency.
Figure 1.13 indicates waveforms for an hysteresis current control applied to a single phase
inverter. The controlled current is the load current (iL). This cost is in comparison to the
reference (i∗

L).The calculated difference (error ϵ) pass through an hysteretic comparator.
If the error reached the upper limit (δ/2), the controller activates T1 and T4and turns off
the opposite switches. The contrary command is implemented while the error is much
less than the lower limit −δ/2 It may be observed from. Figure 1.13-b that the load
current follows its reference with a pick to pick oscillation equal to the hysteresis width.

Figure 1.13: Hysteresis current control for a single-phase inverter. [62]
(a) Control scheme. (b) Load current
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1.7.2 Linear control using PWM

Power converters are linear switched systems. From an average point of view, at the
switching frequency degree, they may be linearized. With such an approach, it is con-
ceivable to utilize any linear controller with a PWM or a space vector modulator and
proportional-integral (PI) controllers are typically employed.

Nevertheless, for such power converters, the control complexity is also increased by
increasing the number of cells.

1.8 Sliding mode control
Sliding mode control basically considers robustness issues as part of the design process
this is the special thing about sliding mode control because although feedback control is
robust by structure but sliding mode control is one of those feedback control techniques
which also include the uncertainty as part of the design process so this is gives additional
robustness properties compared to any usual feedback control technique in sliding mode
control also has other names such as variable structure control this name is given to
sliding mode control because of its switching nature the control law designed by sliding
mode technique usually involves switching and that we will see in detail later on at the
sliding mode control has been used in many applications including power systems and
robotics one of the most research control design technique the sliding mode control is
one of the most popular non linear control design techniques and due to its robustness
properties there are many variations in sliding mode control it has been you know many
modifications . sliding mode control have been proposed for example sting side sliding
mode control super twisting sliding mode control terminal sliding mode control discrete
event based sliding mode control adaptive sliding mode control.one problem however that
has been there for with this sliding mode control is that chattering problem chattering
problem occurs mostly due to the switching property of the sliding mode control laws
but this has there been many techniques in the literature to avoid the chattering.

1.9 Concept of sliding mode control
In dynamic systems controlled by ordinary differential equations with discontinuous state
functions on the right-hand sides, the phenomenon "Sliding Mode" may occur.

1.9.0.1 Sliding surface

In the context of model imprecision on f(x) and b, the control task is to get the state x
to follow a certain time varying state .

The nonlinear system input:

x(n) = f(x, t) + b(x, t)u(t) (1.1)
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x(t) : the state vector

u(t) : the input control vector

f(x)andb(x) : non linear functions of state and time

xd = [xd, ẋd....., x
(n−1)
d ] For the tracking job to be attainable with a finite control ,

the initial desired, state xd(0) must be such that:

xd(0) = x(0)

from the analysis of the state plane the trajectorie has a direction in runing which
results sliding mode along this line (s=0) , as follow :

ẋ + cx = 0

the equation’s order is lower than that of the original system,the sliding mode is
specified simply by parameter c and is unaffected by plant dynamics.

Figure 1.14: Sliding mode in a first order system

the characterization of dynamic mouvement of the state trajectory to the sliding
surface performed by the generalized Lyaponov function ,is determined by the surface.
One selects the "gains" for each switched control structure such that the Lyapunov
function’s derivative is negative definite., So it is guaranteed that the mouvement of the
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state path to the surface. After correct design of the surface, a switching controller is
developed such that the tangent vectors of the state trajectory point towards the surface
such that the state is pushed to and maintained in the sliding surface. Such controllers
result in discontinuous closed-loop systems.

Let the tracking error in x be :

x̃ = x − xd (1.2)

the surface of the time varying surface S(t) in the state space where :

s(x, t) = ( d

dt
+ λ)n−1x̃ (1.3)

λ strictly positive constant.

if n = 2

s = ˙̃x + λx̃ (1.4)

Given initial condition , the issue of tracking x = xd is similar to that of staying on
the surface S(t) for all t > 0 surely s = 0 expresses a linear differential equation whose
unique solution is x̃ = 0, given initial conditions . Thus, the issue of monitoring the
n-dimensional vector xd may be simplified to that of maintaining the scalar quantity s
at zero. More exactly, the issue of tracking the n-dimensional vector xd (i.e. the original
nth-order tracking problem in x) may in effect be replaced by a 1storder stabilization
problem in s. Indeed, the expression of s includes x̃, we only need to distinguish s once
for the input u to appear.

1.10 Exact linearization control
System nonlinearity is described when at least one component or subsystem is nonlinear.
The standard approaches employed in the study of nonlinear systems, notably frequency
analysis, are not frequently applied to the nonlinear systems. It is required to employ
additional methodologies to examine the control of these systems. When the nonlinear
effects of systems grow considerable, nonlinear control approaches often fail to deliver
the intended performance. In these instances, there are numerous nonlinear control
strategies that have shown to give superior outcomes.

The methodology to study a nonlinear control for this type of system. The study of
the different models has shown us that a multicellular system has non-linearities mainly
due to the fact that the commands of the different cells are not independent. This
does not represent a strong non-linearity but obliges us to consider a decoupling control
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for this system. To study a classical input/output linearization type control, several
solutions are available . The first is to make an approximate linearization around a
point of equilibrium of the system, ie a linear decoupling of a linearized model of the
system. This approach is interesting and lends itself well to regulation problems. It
nevertheless has the disadvantage of limiting the excursions of the point of equilibrium
under penalty of losing the validity of the linearized model. The second, which is called
exact input/output linearization, allows large transitions of the equilibrium point, but
on the other hand this method can cause singularity problems to appear. It is important
to note that regardless of the method chosen . the state of the system will have to be
measured we have chosen to apply the exact method in this first study, which will allow
us to have an independent control from the point of view of operation, even if certain
problems of singularities will have to be solved. The interest is also the portability
of the method according to the structure (converters). Moreover, the application of a
classic method will allow us to clearly highlight all the problems relating to the control
of multicellular systems.

from a nonlinear dynamical system, to a totally or partially linear system. Thus, after
transformation, all the techniques of synthesis of linear correctors can be applied. The
interest of this method is that it performs an exact transformation of the nonlinear state
system, without going through a linear approximation like the classical linearization
techniques (Jacobian). The exact linearization of a system can therefore be seen as
a method for transforming a system model into a model with a simpler form. This
method has been used successfully in many applications. Nevertheless, a large number
of drawbacks and limitations are linked to this method as we will see during this study.
After a few necessary reminders a multi-input multi-output nonlinear system which can
be represented by:


Ẋ = f(X) + ∑k=1

m gk(X)uk

yj = hj(X)
(1.5)

with 1 ≥ p the vector representation can be given by:

f(X) =

f1(X)
...

fn(X)

 , gk(X) =

g1k(X)
...

gnk(X)

 and h(X) =

h1(X)
...

hn(X)

 (1.6)

f, gk and h are smooth functions, that is to say that these functions are infinitely differ-
entiable with respect to each of their arguments. after calculating the gradient of each
element and the Jacobian, the general result will be :
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ẏj = Lf hj(X) +
m∑

k=1
Lgk(L(rj−1)

f hj(X))uk (1.7)

if Lgk
hj(X) = 0 the inputs uk do not influence the outputs.

y
(rj)
j = L

(rj)
f hj(X) +

m∑
k=1

Lgk(L(rj−1)
f hj(X))uk (1.8)

the decoupling matrix is m x m, ∆(X) :

∆(X) =


Lg1L

(r1−1)
f h1(X) · · · LgmL

(r1−1)
f h1(X)

... . . . ...
Lg1L

(rm−1)
f hm(X) · · · LgmL

(rm−1)
f h1(X)

 (1.9)

The vector ∆0(X):

∆(X) =


L

(r1)
f h1(X)

...
L

(rm)
f hm(X)

 (1.10)

So :

Y =


y

(r1)
1
...

y
(rm)
m

 = ∆0(X) + ∆(X)

 u1
...

um

 (1.11)

1.11 State representation of control circuit in multicellular
power converter DC-AC(inverter)

considering the system define by :

Ẋ = A(X) + B(X) + H (1.12)
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so the state vector Ẋ =

 ˙V c1
˙V c2
˙ich


and c1 = c2 so ic1 = ic2, and ic can take three possible values depending on each switch
case of (S1, S2 and S3)

 ic = 0
ic = ich

ic = ich

 (1.13)

ic = c
dV c

dt
⇒ dV c

dt
= 1

c
ic (1.14)

(Sn − Sn−1) icn−1 = cn−1
dV cn−1

dt
⇒ dV cn − 1

dt
= 1

cn−1
(Sn − Sn−1)icn−1 (1.15)

Vs − L
d ich

dt
− Rchich + Vdc

2 = 0 (1.16)

Vs = S3
2Lch

Vdc + S2 − S3
Lch

V c2 + S1 − S2
Lch

V c1 − d ich

dt
− Rch

Lch
ich = 0 (1.17)

i̇c = d ich

dt
= S3

2Lch
Vdc + S2 − S3

Lch
V c2 + S1 − S2

Lch
V c1 − Rch

Lch
ich (1.18)


V̇c1

V̇c2

˙ich

 =


0 0 0
0 0 0

0 0 −Rf
Lf




Vc1

Vc2

ich

+


−1

c ic
1
c ic 0

0 −1
c ic −1

c ic
Vc1
Lch

Vc2 − Vc1
Lch

Vdc − 2Vc2
2Lch




S1

S2

S3

+


0
0

Vdc
2Lch


(1.19)
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Chapter 2

Machine Learning Fault
Detection Methodologies

2.1 Introduction
The fault diagnosis in electrical power systems has been a more essential topic lately,
owing to the merger of renewable power sources with existing systems. Machine Learning
is the latest approach that is taking attention to various power system applications. In
this context, using machine learning tools comes out apparent and logical to deal with
the challenges of diagnosis in these systems. In this chapter, we’re going to show different
advanced techniques that can automatically locate patterns in data and classify this data
into different classes, and then use the uncovered patterns to predict future data.

2.2 Machine learning
Machine learning is one of the subfields of artificial intelligence that offers an efficient way
to capture knowledge in data to incrementally improve the performance of classification
models and make data-driven decisions. It has become a ubiquitous technology, and
we are taking advantage of it in: email spam filters, self-driving cars, image and voice
recognition, and world-class gamers.

There are a number of different algorithms that we can employ in machine learning.
The required output is what decides which to use. we’ll see the different algorithm types
being put to work. Machine learning algorithms characteristically fall into one of two
learning types: supervised or unsupervised learning.

2.3 Types of machine learning
Machine learning is usually divided into two main types.
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2.3.1 Supervised learning

Supervised learning refers to a sort of machine learning model that can be trained on
a set of samples where the desired outputs (or labels) are already known. The models
learn from these later results and make modifications to their internal parameters to
accommodate the input data. Once the model is well trained, it can make correct
predictions approximately unseen or future data.There are two main applications of
supervised learning: classification and regression.

Overview of the overall process:

Figure 2.1: supervised learning process

2.3.2 Unsupervised learning

When the records used to train are neither classified nor labeled, unsupervised machine
learning algorithms are used. Unsupervised learning investigates how systems can infer a
function from unlabeled data to explain a hidden shape. The system does not recognize
an appropriate output with certainty under any conditions. Instead, it draws inferences
about what the output should be from datasets.

2.3.3 Semi-supervised learning

semi-supervised learning, where the teacher gives an incomplete training signal: a train-
ing set with some (often many) of the target outputs missing. We will focus on unsu-
pervised learning and data clustering in this blog post.

2.3.4 Reinforcement learning

Reinforcement learning employs a positive incentive system for correct behavior and a
negative reward system for incorrect behavior. As a result, the technique assigns positive
values to desired activities and negative values to unwanted acts in order to influence
the agent. This instructs our agent to seek the largest overall reward over the long term
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in order to arrive at the best option. These long-term objectives prevent the agent from
stopping there. The system eventually learns to avoid bad acts and only do positive
ones.

Trial and error is used to learn through interaction with the environment.

2.4 Classification
In Machine Learning and Statistics, Classification is the problem of identifying to which
of a set of categories (subpopulations), a new observation belongs, on the basis of a
training set of data containing observations and whose categories membership is known.

2.4.1 Types of Classification

Classification is of two types:

2.4.1.1 Binary Classification

When we have to categorize given data into 2 distinct classes. Example – On the basis
of given health conditions of a person, we have to determine whether the person has a
certain disease or not [2].

Figure 2.2: example of Binary classification representation

2.4.1.2 Multiclass Classification

The number of classes is more than 2. For Example – On the basis of data about different
species of flowers, we have to determine which specie does our observation belongs to.
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Figure 2.3: example of Multiclass classification representation

2.5 Dataset

2.5.1 Learning data in supervised and unsupervised learning

In supervised learning , experts classify the data and teach the model precisely what it
needs to discover. For example, in the area of spam detection, the input is any text,
and the label makes it apparent if the message is spam. Supervised learning is stronger
since we don’t allow the model draw its own inferences from data beyond the limitations
labeled with our labels.

In unsupervised learning , people feed the model raw, unlabeled data, and the model
finds patterns in the data. For example, recognizing the level of similarity or difference
between two data samples based on common features extracted. This helps the model
make inferences and come to conclusions, such as separating similar images or grouping
them into clusters.

2.5.1.1 Training Data

Training data refers to the initial data set passed to the machine learning model, on
which the model is trained. Humans learn best from examples, and machines also
need a set of data to learn patterns from it. In most cases, the training data contains
input:annotation pairs collected from various sources that are used to train the model
to perform a specific task with a high level of accuracy.They may consist of raw data
(images, texts, or sound) containing annotations such as bounding boxes , labels, or
links. Machine learning algorithms learn annotations from training data to handle new,
unlabeled data in the future. All training methods start with the collection of raw data
from various sources. Raw data can be of any kind: text, images, sounds, videos, etc.
However, to tell the model what to look for in this data, we must add .These annotations
help us to regulate learning by verifying that the model focuses on the features we specify,
instead of making conclusions from other related (but not conditioned) data items.
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Figure 2.4: Data in supervised vs unsupervised learning

All incoming data must have an appropriate label to allow the machine to move in
the direction of what the forecast should look like. Such a processed dataset can be
obtained using humans, and sometimes other ML models that are accurate enough for
reliable labeling.Once the labeled dataset is ready to be passed to the AI, the training
phase begins .On it, the model tries to identify important features that are common to
all the examples that we have assigned labels. For example, if we segmented several cars
in the imagery, then she will understand that wheels, rear-view mirrors and door handles
are features that correlate with a car. The models continually test themselves on the
validation data set produced before the training process.After the model is completed,
the last check is performed on the test dataset (a set that the model has never seen
before); this gives us insight into the performance of the model on relevant new examples.

The training data includes the training, validation, and test datasets. The more
training data we have, the more accurate the model will be.

2.5.1.2 Labeled Data

Labeled data is data supplemented with labels/classes containing meaningful informa-
tion.Here are some examples of labeled data: images tagged with cat/dog, emails/messages
tagged as spam, stock market price predictions (labeled as future state), nodule malig-
nancy with polygon highlighting, audio files with information about what words are
spoken in them. Accurately labeled data allows the machine to recognize patterns ac-
cording to the task, so it is widely used in solving complex problems.
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2.5.2 Datasets for training, validation and testing

No AI model can be trained and tested on the same data.the estimate of the model
will be biased, because the model is being tested on what it already knows. This is
analogous to giving students the same questions in an exam that they have already
answered in class. This way we don’t know if the student remembered the answers or
really understood the topic.The same rules apply to machine learning models.

Here are their percentages of data volumes:

Figure 2.5: training data needs

Training data - at least 60% of the data must be used for training.

Validation data - a sample (10%-20%) of the total data set used for validation and
periodically checked against the model during training. This validation dataset should
be a representative sample of the training dataset.

Test data - This dataset is used to test the model after it has been fully trained.
It is separated from both the training set and the validation set. After training and
validation, the model is tested on the test set. The data in the test set should look
exactly like the real data will look after the model is deployed.

There can be multiple test sets in a shared dataset Each test set can be used to check
if the model has trained enough for a specific application scenario.

2.5.3 Data Quantitative Requirements

we need to have at least 1000 training examples for every possible class in our scenario .
If we utilize 10% of the data as our test set, we should be able to assess class correctness
with a margin of error of at least 1%.For reference,1000 examples is a sufficient data set.
10000 is a great data set,100 thousand-1 million is an excellent data set. High-quality
models are trained on large amounts of training data, and for good reason - modern
neural network architectures work great because they are able to store many weights
(parameters) efficiently. However, if we don’t have much training data, then we can only
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use a fraction of the potential of wer model.The size of the data set also depends on the
scope of our problem and the variance of each class. However, if we require a generic
human recognizer then a collection of 10,000 instances will only represent just a portion
of the differences in sizes, positions, look, and clothing styles. Therefore, a class with
high variance, such as "human", requires much more training data.

2.5.4 Improving the Quality of Training Data

The high quality of dataset markup is required for the machine learning model to op-
erate correctly. The term “qualitative data” refers to cleaned data that contains all
the attributes that model training depends on. The consistency and correctness of the
labeled data may be used to rate the quality .here is 4 characteristics of qualitative data
for training ML models:

1. Relevance - The data set should contain only those features that provide mean-
ingful information to the model. Identifying important features is a complex task that
requires knowledge of the area and a clear understanding of which features should be
considered and which should be eliminated.

2. Consistency - Similar examples should have similar labels, ensuring that the
dataset is homogeneous.

3. Uniformity - The values of all attributes must be comparable across all data.
Irregularities or the presence of outliers in datasets adversely affect the quality of training
data.

4. Comprehensiveness - The dataset must include enough parameters or char-
acteristics to ensure that no edge situations are missing. The dataset should contain
enough samples of these edge cases so that the model can learn them as well.

2.5.5 Metrics in classification problems

Metrics are used in machine learning tasks to measure the quality of models and compare
different algorithms, and their selection and analysis is an essential element of a data
scientist’s job. We’ll look at several quality criteria in classification issues and talk about
what matters when picking a metric and what may go wrong.

2.5.5.1 Accuracy, precision, recall and specificity

An important concept needs to be introduced to describe these metrics in terms of
classification errors, the confusion matrix .Suppose we have two classes and an algorithm
that predicts whether each object belongs to one of the classes, then the classification
error matrix will look like this:

Here , is the response of the algorithm on the object, and is the true label of the class
on this object. Thus, there are two types of classification errors: False Negative (FN)
and False Positive (FP).
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Figure 2.6: the classification error matrix

Figure 2.7: the response of the algorithm on the object

2.5.5.2 Accuracy:

An intuitive, obvious and almost unused metric is accuracy - the proportion of correct
answers of the algorithm:

accuracy = TP + TN

TP + TN + FP + FN
(2.1)

This metric is useless in problems with unequal classes, and this is easy to show with
an example.

Let’s say we want to evaluate the performance of a mail spam filter. We have 100
non-spam emails, 90 of which our classifier determined correctly (True Negative = 90,
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False Positive = 10), and 10 spam emails, 5 of which were also correctly determined by
the classifier (True Positive = 5, False Negative = 5). Then accuracy:

accuracy = 5 + 90
5 + 90 + 10 + 5

However, if we just predict all emails as non-spam, we get a higher accuracy:

accuracy = 0 + 100
0 + 100 + 0 + 10

At the same time, our model does not have any predictive power at all, since initially
we wanted to identify spam emails. The transition from a common metric for all classes
to individual indicators of class quality will help us overcome this.

2.5.5.3 Precision, recall and F-measure

To assess the quality of the algorithm on each of the classes separately, we introduce the
metrics precision (accuracy) and recall (completeness).

precision = TP

TP + FP
(2.2)

recall = TP

TP + FN
(2.3)

Precision can be interpreted as the proportion of objects called positive by the classi-
fier and at the same time are really positive, and recall shows what proportion of objects
of a positive class out of all objects of a positive class the algorithm found.

It is the introduction of precision that does not allow us to write all objects into
one class, since in this case we get an increase in the False Positive level. Recall illus-
trates the algorithm’s capacity to recognize a particular class in general, while precision
demonstrates the ability to differentiate this class from other classes.

2.5.6 Training Data Preparation

2.5.6.1 Data cleaning

Raw data can be very messy and corrupted in many ways. If not properly cleaned, they
can skew results and cause the AI model to produce erroneous results. Data cleaning
is the process of repairing or deleting inaccurate, corrupted, or duplicated data from a
dataset.. The steps in the data cleaning process depend on the particular data set.

1. Check for duplicates - the same sample data may occur several times in a
dataset. This may be generated by gathering data from several sources, resulting in
comparable data. They need to be deleted since they may cause the model to overfit
certain patterns and provide incorrect predictions.
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Figure 2.8: Precision and recall illustration

2. Eliminate outliers - some parts of the data behave differently from the rest of
the data. An example would be the SessionID, which is constantly found in the weblog
data. This may be due to some malicious activity that does not need to be passed to our
model. As a result, monitoring emissions is one method of removing data that should
not be supplied to the machine.

3. Fix Structural Errors - In certain conditions, the dataset may include faulty
markup. For example, "Dog" and "dog" are regarded to be separate classes, although
"doog" and "dog" are different according to a typo resulting in misclassification.

4. Check for missing values - there may be components in the dataset for which
data examples are sorely missing attributes/features. We can overcome this issue by
simply not include these components in the training dataset.
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2.5.6.2 Data markup

Data markup is the process in which we assign a value to data in the form of a class or
a label. Data labeling can be performed by employees, operators in the control loop, or
any automated machine that speeds up the labeling process.

1. Establish the gold standard - Data scientists are considered the gold stan-
dard in data labeling, labeling raw data with maximum sensitivity and accuracy. Their
markup is considered a guide for the annotation team and can be used as responses when
screening annotation options.

2. Don’t use too many labels - splitting a dataset into a large number of classes
can confuse employees when annotating it. In addition, to select among the many
labels, the analysis of more features will be required. For example, it will be difficult for
annotators to mark up data with classes such as "Very Expensive", "Expensive", "Less
Expensive".

3. Use multiple passes - data markup should be done by multiple annotators.
This is necessary to improve the overall quality of the data. While this is more time
consuming and resource intensive, this approach is used to build consensus within the
team.

4. Establish a validation system - to reduce the chance of errors, ready-made
data markup should be verified by another person or through self-improvement checks.
This will allow any annotator to understand where he can improve, his level of accuracy,
and the kind of training needed to improve his work.

2.5.6.3 standard deviation

Standard Deviation in simple terms, this is a measure of how scattered a set of data is.

By calculating it, you can find out whether the numbers are close to the average value
or far from it. If the data points are far from the mean, then there is a large variance in
the data set .When the data is more spread out, the standard deviation increases.

Standard Deviation Formula :

σ =
√∑n

i=1(Xi − µ)
n − 1 (2.4)

Where:

σ standard deviation.

Xi are different sample values,

µ is the arithmetic mean of the sample, n is the sample size.
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2.6 The k Nearest Neighbors (kNN)
The k Nearest Neighbors (kNN) method is a popular classification algorithm that is used
in various types of machine learning problems. Along with the decision tree, this is one
of the most understandable approaches to classification [57]. On an intuitive level, the
essence of the method is simple: we look at the neighbors around, which of them prevail,
that is what we are. Formally, the technique is based on the compactness hypothesis:
if the space metric among examples is delivered successfully, then similar examples are
much more likely to lie in the same class than in different ones.

• In the case of using the method for classification, the object is assigned to the
class that is the most common among the k neighbors of this element, whose classes are
already known.

• In the case of using the method for regression, the object is assigned the average
value of the k objects closest to it, the values of which are already known.

Figure 2.9: An example of k-nearest neighbor classification.

We have a test sample in the form of a green circle. The blue squares will be desig-
nated as class 1, the red triangles as class 2 .

• The green circle must be classified as class 1 or class 2 . If the area we are
considering is a small circle, then the object is classified as 2nd class, because inside this
circle there are 2 triangles and only 1 square.

• If we consider a large circle (with a dotted line), then the circle will be classified
as 1st class, since there are 3 squares inside the circle as opposed to 2 triangles.
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2.6.1 Theoretical component of the k-NN algorithm

2.6.1.1 Euclidean metric

Beyond the simple explanation, the expertise of the underlying mathematical compo-
nents of the k-nearest neighbors algorithm is absolutely necessary Euclidean metric (Eu-
clidean distance, or Euclidean distance) - a metric in Euclidean space, the distance
between two points in Euclidean space, calculated by the Pythagorean theorem [67].
Simply expressed, this is the lowest feasible space across locations A and B. Although
Euclidean distance is useful for small dimensions [3], it does not work for large dimen-
sions and for categorical variables. The disadvantage of Euclidean distance is that it
ignores the similarity between attributes. Each of them is seen as completely different
from all the others.

Figure 2.10: The Euclidean distance

The Euclidean distance is calculated using the following formula:

d(p, q) =

√√√√ n∑
i=1

(qi − pi)2 (2.5)

Another important component of the method is normalization [20]. Different at-
tributes usually have different ranges of values represented in the selection. For exam-
ple, attribute A is represented in the range 0.01 to 0.05, and attribute B is represented
in the range 500 to 1000). In this case, the distance values can be highly dependent
on attributes with larger ranges. accordingly, the data in most cases is going through
normalization. There are two essential approaches to normalize data in cluster analysis:
Min-Max normalization and Z-normalization .
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When undertaking some type of study in which we have multiple variables measured
on different scales and we want each of the variables to have the same range, we often
normalize variables.

2.6.1.2 Feature selection

Experts in feature selection face a variety of challenges, including extracting and de-
creasing features. The features are what make every class in system have a variance or
significance in term of it, some times required a sophisticated features generating [30]
with specialists in order to increase features so raising dimensions of the feature space,
that is in the event of a shortage of the required features, One of the most common tech-
niques to improve features is to work with statistical characteristics[9] such as spectral
density, standard deviation, variance, and so o, using the available features. in the case
of accumulation of the features, in order to reduce it , the features that ensure the best
results and distinct differences in the distribution of situations must be identified. One
of the most common ways to reduce the number of features and ensure the preservation
of high accuracy is to use principle component analysis(PCA)[24], which allows you to
reduce the number of features while also creating new features with different significance
for each class.

2.6.1.3 Z-normalization

which normalize every value in data set so that the mean of every data set is 0 and the
standard deviation is 1.

Nv = (x − M [x])/σ[x] (2.6)

where:
σ is the standard deviation.
x is the original value.
M [x] is the mean of data.

In this case, most of the values fall within the range.

2.6.2 Min-Max normalization

Both values will be changed to the same scale/range when the data of the various scales
is normalized. Both values, for example, will be in the range of 0 to 1.

The data will have a value of 0 for the lowest value and a value of 1 for the greatest
value, with all other values falling between 0 and 1.

z = xi − min(x)
max(x) − min(x) (2.7)

where: xi is the original value. min(x) is the minimum value in data set . max(x) is
the maximum value in data set .
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What is the course of action?

• Download our data.

• Initialize k by choosing the optimal number of neighbors.

For each of the data samples:

. Using the data, calculate the distance between the querying example and the actual
example.

. Add the index of the sample to the ordered collection, just like its distance.

• Sort an ordered list of distances and indices in ascending order from least to
greatest.

• Choose the first k data points from the sorted collection.

• Take the labels of the chosen k entries.

• If we have a regression problem, we’ll return to the average of the previously
selected k labels.

• If we have a classification problem, we’ll return to the most frequently occurring
value of the previously selected labels k .

2.7 Spectral analysis
One of the most powerful techniques for processing experiments is spectral analysis. In
particular, it is used for data analysis, detection of characteristic frequencies [41], noise
suppression[72], etc.

The spectrum of the data set y(x) is some function of another coordinate (or co-
ordinates, if we are talking about a multidimensional spectrum [44]) F (ω), Obtainable
through the use of a specific algorithm .

Fourier transform, power spectrum, and wavelet transform are examples of spectral
analysis approaches.

2.7.1 Fourier Transform

The Fourier transform mathematically presents the signal y(x) as an infinite summation
of sinusoids of the format F (ω) sin(ωx) .The function F (ω) is called the Fourier trans-
form, or the Fourier spectrum of the signal. Its argument represents the frequency of
the appropriate component of the signal. The inverse Fourier transform transforms the
spectrum F (ω) into the original y(x) signal. By definition,

F (ω) =
∫ ∞

−∞
y(x) ∗ e−iωx dx (2.8)
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Even if the signal is real, the Fourier transform is a complex value [11], as defined
by definition in formula 2.8.The Fourier transform is particularly important in many
mathematical applications, and a very efficient algorithm for it has been constructed.
Called the FFT (Fast Fourier Transform) algorithm. it’s so popular due to its super-
economical, which in almost all mathematical packages is organized as a subroutine.

The FFT algorithm has a rather strong limitation, which is not critical in practice.
The idea is that the direct Fourier transform argument, i.e. the sample size y(xi) ,
must contain exactly 2n elements (n is any integer). Accordingly, the result of the FFT
algorithm is a vector with 1 + 2(n−1) elements [6]. If the number of data does not match
the power of 2, then to run the FFT algorithm, it is enough to pad the missing elements
with zeros.

Considering the most typical situation for a physical experiment in calculating the
Fourier spectrum of a real signal. we utilize the discretization of the following determin-
istic signal as model data (Figure 2.11(a)) To further comprehend the Fourier transform:

y(x) = 1 sin(2π0.05x) + 0.5 sin(2π0.1x) + 0.1 sin(2π0.5x)

Figure 2.11: (a)-Model data (b)-Selective Fourier Spectrum

On Figure 2.11 (b) shows the results of the FFT algorithm in the form of the Fourier
spectrum modulus |F (ω)|, since, again, the spectrum itself is complex. It is very useful
to compare the obtained amplitudes and the location of the spectral peaks in Figure
2.11 (b) with the definition of sinusoids [22] in the formula 2.11. It is significant that if
we subject the obtained absolute value of the Fourier spectrum Figure 2.11 (b) to the
inverse transformation

Fourier, which is also provided by the FFT algorithm, then the profile of the original
signal will be reconstructed correctly, but will be shifted by a certain distance along the
x-axis Figure 2.12. This is because taking the absolute value of the complex spectrum
destroys information about the relative phase of the data samples. Otherwise, the signal
y(x) is restored with great accuracy, which is typical for a smooth signal change [8]. If,
however, the complex Fourier spectrum is used as the input data of the inverse Fourier
transform, then the match will be complete [69].

32

https://www.univ-ouargla.dz/
https://fntic.univ-ouargla.dz/


Automatics And Systems Master’s Degree– Kafi Omar Rafik - Abdessemed Zakaria;
Kasdi Merbah University– Department of Electronics

Figure 2.12: Inverse Fourier transform of the complex (circles) and
real (dots) Fourier spectrum

2.7.1.1 Conclusion

The k-nearest neighbors approach is a basic supervised machine learning algorithm that
may be used to handle classification and regression issues. It is simple to implement and
understand, but has a significant drawback - a significant slowdown when the amount
of data grows.

The k-Nearest Neighbor algorithm classifies based on the distance to a certain num-
ber (K) of training samples. This family of algorithms is called instance-based learning,
since there are no parameters to study. the model assumes that the distance is suffi-
cient for inference, otherwise it makes no assumptions about the underlying data or its
distribution.
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Chapter 3

Implementation And Results

3.1 Data collection and processing:
The following figure represents the structure of the multicellular power converter, con-
sisting of three cells, meaning that it has two capacitors, which are concerned with the
study:

Figure 3.1: electrical circuit of multicellular power converter DC-AC

The data will be collected during the operation of this converter using two methods
of control; sliding mode control and exact linearization control, When data collection,
the transitory regime was excluded, and this is because the system at this stage has not
yet reached a stable state or stable behavior in order to deal with its data, because if
the transitory regime is adopted in this study, its results will be suspect. There will be
two possible situations, a healthy mode and faulty mode, the all possible cases during
the functioning of this system are:

• Healthy mode, (absence of failure).

• Faulty C1, (failure in the first capacitor).

• Faulty C2, (failure in the second capacitor).
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• Faulty C1C2, (failure in both capacitors).

The voltages and current signals forms in sliding mode control with transitory mode
are illustrated in Figure3.2 and 3.3 :

(a) Healthy case (b) Faulty C1 cas

(c) Faulty C2 case (d) Faulty C1C2 case

Figure 3.2: C1 and C2 voltages in the four cases in sliding mode
control with the transitory mode (time domain).
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(a) Healthy case (b) Faulty C1 cas

(c) Faulty C2 case (d) Faulty C1C2 case

Figure 3.3: Load current in the four cases in sliding mode control with
the transitory mode (time domain).

3.1.1 Sliding mode control

The signal voltages forms in operation with sliding mode control without transitory
mode are illustrated in the Figure 3.4 bellow:
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(a) Healthy case (b) Faulty C1 case

(c) Faulty C2 case (d) Faulty C1C2 case

Figure 3.4: C1 and C2 voltages in the four cases in sliding mode
control (time domain).

As a result of the signal forms, voltages signals are gradually shift to the permanent
mode, and the current established in a sinusoidal form. The appearance of harmonics in
the remaining forms is also noted, and the faulty situations are classified according to the
failure of each capacitor. As a result, in the voltage of the first capacitor (Vc1) signal,
Figure 3.4b shows the appearance of high level of harmonics, compared to the voltage of
the second capacitor (Vc2) signal, it appears to preserve its natural shape, but because
the two capacitors are connected through the circuit this affects the Vc2 signal, it shows
the presence of small noises compared to Vc1 signal. As a result of the analysis, the
failure in this situation is in the first capacitor(C1), which is logical. This last will not
operate normally in the event of a failure case in it, and its behavior will be oscillating
in the permanent mode. to the latest results, depending on the extracted figures, it can
be observed that the remaining cases Figure3.4c and 3.4d based on the first conclusion,
Figure 3.4c indicates a fault in the second capacitor(C2) because large harmonics are
observed in the signal of Vc2 and the signal of Vc1 affected by this failure. Figure 3.4d
indicates the occurrence of a failure in both capacitors, and this is evident through the
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emergence of large and clear harmonics in both voltages. As indicated in the Figure
3.5, the influence of capacitors faults on the load current appears, with the shape of the
pulses changing from smooth to sharp, affecting the rotation of the machines, creating
vibrations and a high temperature of the device.

(a) Healthy case (b) Faulty C1 cas

(c) Faulty C2 case (d) Faulty C1C2 case

Figure 3.5: Load current signals in the four cases in sliding mode
control (time domain).

The current signals in the healthy mode, which is entirely healthy and has a sinusoidal
form, are represented in figure 3.5a. When there is a problem on C1. A sudden anomaly
will emerge at the peak of each pulse, as seen in Figure 3.5b , causing the peak’s form to
become non-smooth and spiky. In the event of a failure in C2, the fault will also appear
at the peak of each pulse with a slight difference in the harmonic shape as shown in
Figure 3.5c . However, when there is a fault in both capacitors, the harmonics in the
current signal will be greater and more sharp, as the figure shows. It can be said that
in sliding mode control the current signal maintains its sinusoidal form in all cases, with
failure harmonics appearing when a fault occurs.
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3.1.2 Exact linearization mode

Here the reading of the results of the signal forms differs to the first mode, the Figure3.6
bellow are the signal forms of voltages Vc1 and Vc2 in the four cases:

(a) Healthy case (b) Faulty C1 cas

(c) Faulty C2 case (d) Faulty C1C2 case

Figure 3.6: C1 and C2 voltages in the four cases in exact linearization
control (time domain).

Looking at the signals forms obtained in the exact linearization control Figure 3.6,
the signals of the two voltages Vc1 and Vc2 are in their normal form healthy mode Figure
3.6a in the absence of faults, except that a slight noise appears in Vc2. The signals of
Vc1 and Vc2 in the malfunctioning of C1 case are illustrated in Figure 3.6b. The C1
faults are plainly obvious in the signal of Vc1 by the appearance of huge harmonics in
it, and the second was affected with. as illustrated, the appearance of noise in the signal
of Vc2. The forms significance of the voltages signals differs in the case of the C2 faults;
the shape of the signals voltages Figure 3.6c does not indicate whether there is a fault
or not, meaning that this control is not sensitive to faults. Both signals are affected in
amplitude, where the value of Vc1 and Vc2 in the healthy case was 200 volt and 400
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volt, respectively, and where, after a malfunction in the C2, both voltages drop to 176
volt and 365 volt, respectively, and without condoning on the appearance of some small
noises in the signal of Vc2.

In the event of a malfunction in both capacitors, according to the Figure 3.6d that
shows the voltages signals Vc1 and Vc2. The existence of a tiny noise in Vc2 draws
attention here, But the voltage Vc1 is free of noise, which indicates that it is not affected
by the faults of the capacitor. However, there was a drop in the amplitude of the
Vc2, which was previously high, that it was before faults 400 volt but then it became
374.6 volt. Vc2 was also affected by the fault, but more significantly, as there was a
considerable fall in the amplitude of the voltage Vc1, as the signal amplitude decreased
from 200 volt to 3.9 volt, and this was greatly influenced by the fault. as it is noted
that all voltages are taken in the permanent system only. With regard to current, the
following Figure 3.7 show the load current in all cases:

(a) Healthy case (b) Faulty C1 case

(c) Faulty C2 case (d) Faulty C1C2 case

Figure 3.7: Load current signals in the four cases in exact linearization
control (time domain).
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Despite the presence of a defect in the first capacitor, the current signals in Figure
3.7a and Figure 3.7b, which are the healthy mode and the faulty C1 mode, does not
show any harmonics or distortion of the signal shape .indicating that the current arrives
in the health conditions even when there is a failure in the first capacitor. In Figures
3.7c and 3.7d, which is the case of faulty C2 and the case of faulty C1C2, the current
signals appears filled with harmonics to the extent that the shape of the current signal
is distorted, which indicates that in the event of a failure in the second capacitor or both
together, the current does not reach the health condition of the load. The objective of
this part is to preview the data and to make a partial comparison between the sliding
mode control and the exact linearization control, for this system.

Based on the resulting figures and observations, it appears that the sliding mode
control data makes sense; In the absence of a failure, the current and the voltages are
in the normal state. In the event of a defect in one or both capacitors, the harmonics
appear in the signal of the voltage of the capacitor concerned with the defect, in addition
to the influence in the load current.

3.2 Data preparation
The data spectrum analysis is the subject of this research. As a different look, the
data will be transformed from the time domain to the frequency domain using the Fast
Fourier transform, to track the spectral distribution. The Fast Fourier transform (FFT)
is a typical signal processing transformation method for converting data to the frequency
domain [64]. The fast Fourier transform allows you to transform data and drop it into
frequency component of sinus and cosinus. So the real reason behind the need the FFT
is speed or efficiency. The samples obtained for the signals of capacitor voltages and
load current in the different cases during the converter’s operation after transforming
data to the frequency domain are shown in the following Figures 3.8 and 3.9 in sliding
mode control, Figure3.10 and 3.11 in exact linearization control:
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(a) Healthy case (b) Faulty C1 case

(c) Faulty C2 case (d) Faulty C1C2 case

Figure 3.8: C1 voltages in the four cases in sliding mode control
(frequency domain).
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(a) Healthy case (b) Faulty C1 cas

(c) Faulty C2 case (d) Faulty C1C2 case

Figure 3.9: C2 voltages in the four cases in sliding mode control
(frequency domain).

43

https://www.univ-ouargla.dz/
https://fntic.univ-ouargla.dz/


Automatics And Systems Master’s Degree– Kafi Omar Rafik - Abdessemed Zakaria;
Kasdi Merbah University– Department of Electronics

(a) Healthy case (b) Faulty C1 case

(c) Faulty C2 case (d) Faulty C1C2 case

Figure 3.10: C1 voltages in the four cases in exact linearization
control (frequency domain).
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(a) Healthy case (b) Faulty C1 cas

(c) Faulty C2 case (d) Faulty C1C2 case

Figure 3.11: C2 voltages in the four cases in exact linearization
control (frequency domain).

After converting the data to the frequency domain, the mean value must be subtracted
from the data. The data is in the form of samples of various amplitudes, but a close
examination of the forms indicates that the produced signals are repeated sections over
particular time periods, as a result, studying a section of these signals over a period of
time and generalizing the data will suffice to get the desired results.
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(a) Healthy case (b) Faulty C1 cas

(c) Faulty C2 case (d) Faulty C1C2 case

Figure 3.12: C1 voltages in the four cases in sliding mode control
(frequency domain).
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(a) Healthy case (b) Faulty C1 cas

(c) Faulty C2 case (d) Faulty C1C2 case

Figure 3.13: C2 voltages in the four cases in sliding mode control
(frequency domain).
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(a) Healthy case (b) Faulty C1 case

(c) Faulty C2 case (d) Faulty C1C2 case

Figure 3.14: C1 voltages in the four cases in exact linearization
control (frequency domain).
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(a) Healthy case (b) Faulty C1 cas

(c) Faulty C2 case (d) Faulty C1C2 case

Figure 3.15: C2 voltages in the four cases in exact linearization
control (frequency domain).

As a last treatment for the data, it is preferable to restrict it by adapting it between
two values, 0 as the smallest value and 1 as the largest value. This type of conditioning is
called a Min-Max normalization . Its purpose is to bring the data together, elimination
of blank spaces and normalizing point flow sizes.

3.3 Feature selection
In the stages of building the prediction model, the feature space should be drawn, the
purpose of which is to take a look at the behavior of data change during the operation of
the system and how it is distributed. This gives a first interpretation about the reliability
of the model in its predictions and the appropriateness of the features used. So, here the
available features are voltage of first capacitor (Vc1), voltage of second capacitor (Vc2)
and the load current (Id) for drawing the feature space is in three dimensions. As shown
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in the following figures in sliding mode control Figure (3.16a) and exact linearization
Figure(3.16b):

(a) Sliding mode control (b) Exact linearization control

Figure 3.16: Feature space in three dimensions(load current).

In the obtained feature space, the points flow in each case with some overlap between
them The fixed features must be determined under a variety of situations where the
inaccuracy can be detected, distinguished, and the field of change recognized. However,
because the current varies with the load, it cannot be depended upon as a constant
feature. So, the voltages of the first and second capacitors will be the deciding fac-
tors in drawying feature spaces but in two dimensions and in the case of constructing
classification model for all kinds of load used.

(a) Sliding mode control (b) Exact linearization control

Figure 3.17: Feature space in two dimensions(Vc1,Vc2).

In sliding mode control figure 3.17a the feature space is only in two dimensions and
this couldn’t be clear enough to demonstrate the distribution of cases, necessitating the
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addition of a third dimension to clarify the view. Where in exact linearization control
figure 3.17b, as it appears that the feature space here does not show the distribution
of each case clearly, as the distribution of the faulty C2 mode is identical to the faulty
C1C2.

Determining the features depends on the significance of the latter for each of the
studied cases[21].in other words, the extent to which this feature changes in each of the
cases. tha available feature are Vc1, Vc2 and the load current, so here it is required to
create new complex features from the available features according to the state of the
feature space distribution,From the surface view of the feature space distribution, we see
that each state takes a path in a specific direction. This means that each case deviates
from its clusters in a different direction, from the other cases As a result, in each case
computing the variance of voltages will be crucial to note how variate in each cases in
order to determine the feature that distinguish each case to other, then after calculating
the variance, the results are in the table 3.1 as follows:

voltages Healthy
mode

Faulty C1
mode

Faulty C2
mode

Faulty
C1C2
mode

Sliding mode
control

vc1 1.33 · 10−5 5.46 · 10−5 8.88 · 10−5 6.98 · 10−5

vc2 3.64 · 10−4 1.20 · 10−5 1.83 · 10−5 6.68 · 10−5

Exact
linearization
control

vc1 6.58 · 10−4 0.01 1.32 · 10−5 1.36 · 10−5

vc2 2.07 · 10−4 1.67 · 10−4 1.40 · 10−5 1.36 · 10−5

Table 3.1: Table of voltages variances in the the two modes of control

As a result, given the contrast values of the two voltages shown in the table, they
differ from one case to the next, and all the flow of points of cases in feature space
deviates in a definite direction. As a result, the standard deviation is the feature that
demonstrates a difference between all possible cases because it reflects the deviation of
the flow points from their mean. So, in this situation the standard deviation turns out
to be the third most acceptable dimension to separate the feature spaces. So, it will
represent the direction of voltages divergence on the mean. So, the third dimension will
be the mean of the two standards deviations of the two voltages, the feature space in
three dimensions (Vc1,Vc2 and the mean of the two standard deviation) figure 3.18
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(a) Sliding mode control (b) Exact linearization

Figure 3.18: Feature space in three dimensions(Vc1,Vc2 and the
standard deviation of the two voltages).

3.4 fault detection method application
The K-nearest neighbor algorithm will be used to perform the classification model after
drawing the feature space and observing the distribution of each case in this space. This
will be done after training the algorithm on the given cases with all of their features and
testing the accuracy of its prediction and dependence on it. There are several steps to
building the classification model after collecting the data and treatments:

1. Each case must have its own symbol to distinguish it.

2. Concatenate all data Randomly into one table.

3. Split all data into 70% for training and 30% for testing.

each case will be given its own symbol or name to distinguish it. So, it will be 0 for the
healthy mode, 1 for faulty C1 mode, 2 for faulty C2 mode, and 3 for faulty C1 and C2
mode. All of these data (cases) will be grouped together in one table, then randomized
and split it into 70% to train the model to recognize them. The remaining 30% of the
data will subsequently be utilized to test the model classification. Because the data on
which the model will be tested has a classification, it can be determined if the model is
wrong in determining the case’s classification. As a result, the accuracy of this model
and the extent of its reliability may be determined.

3.5 Applying K-nearest neighbor
After all the necessary steps have been done, the data is ready to build the model. There
are many algorithms KNN, RNN, SVM, neural network . . . The K-nearest neighbor
algorithm was chosen in this study due to its classification efficiency, simplicity and
hight accuracy[19]. The first step is to divide the data; this is done by first assigning
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each case to its own class, then collecting the data in one table and randomly dividing
it into two data the first is for training and the second is for testing. As much data as
possible, with 30% of the remaining data being tested. The goal of training the testing
model is to determine the model’s correctness and the extent to which it can make
mistakes when relied upon.

3.6 Comaparison between the two controls
The objectives of this section is to compare the two modes of control, sliding mode
and exact linearization, in addition to building a classification model, as well as in the
objective of obtaining the optimal model we have to variate the number of neighbor
selection , The following figure 3.19 are the characteristics and performance of the clas-
sification models after they were built in both control modes using the KNN algorithm
with variation of five values of k :

Figure 3.19: Comparison between the sliding mode control and exact
linearization control the five values of k

the histogram shows that the sliding mode control have the better accuracy compared
the exact linearization control. so the selection of the model depends on the best accuracy
as a result

According to the results of this study, the sliding mode is the best choice for this
system.in terms of:
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3.6.0.1 system control and robustness

Looking at the results, it appears that the sliding mode control makes the system to
behave naturally in reaction to failures, which aids in the diagnosis of voltages and
current signals by give an overview of their behavior. Furthermore, when a failure
occurs despite the appearance of harmonics in the load current signal, it maintains the
general shape, which indicates the durability of this mode of control. In contrast to
the exact linearization control , the obtained signals do not reflect the real state of the
system, the system cannot be diagnosed through the signals of voltages. In addition,
in the event of a failure in the second capacitor, or in the event of a failure in both,
exact linearization is ineffective, as a total distortion in the load current occurs, making
it useless.

3.6.0.2 Building the classification model and efficiency

After building the prediction model, and choosing the optimal k. its performance must
be evaluated through some settings, as shown in the following table 3.2:

K = 3 recall specificity precision F1-score

Sliding mode control 96.8% 99.63% 98.91% 97.84%

Exact linearization control 77.47% 96.87% 21.16% 83.76%

Table 3.2: Table metrics of evaluation in the two controls
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3.7 Conclusion
This study presented the creation of a classification model for a multicellular power con-
verter failure, allowing it to operate in safe power for devices and early fault detection.
in addition to determining the best mode of operation for the system. the main points
gained was that the best control for this system is sliding mode control and this is com-
pared with the exact linearization control, this is due to the system’s smooth operation,
which shows the harmonics caused by probable faults while keeping the current’s gen-
eral shape, aside from a model for detecting and classifying faults with high accuracy in
sliding mode control using KNN machine learning algorithm. The significance of these
findings lies in the ability to diagnose and identify a similar power converter system, as
well as the ability to use the sliding mode, Which can be applied to similar reel examples
of these systems, preventing the system from operating under failure conditions, assure
the continuity of operation, avoid shut down of the system and catastrophic damages.
In general, sliding mode control showed more robustness against capacitors failure com-
pared with exact linearization control. A further direction we propose to introduce fault
prognosis and fault tolerant control of multicellular converter.

Conclusion
This work was an opportunity to treat a major problem in the context of renewable
energy specifically in multicellular converters. The study was thus carried out following
a professional project approach which guarantees the achievement of objectives in terms
of detecting capacitor faults in multicellular powerconverters with the KNN machine
learning algorithm as well as determining the best control approach between exact lin-
earization and sliding mode control. The realization of this project has constituted an
excellent opportunity to study the main faults and their effect on the voltage and the
output current of the multicell converter.

This work has been very beneficial for the field of renewable energy. Indeed, it
made it possible to locate capacitor faults to handle high-performance equipment due to
the multicellular power converter system’s smooth operation and a stable load current
generated by it.
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