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Abstract

Kidney cysts, tumors, and stones pose significant health risks to individuals, potentially
leading to kidney failure if not effectively managed. However, the shortage of nephrolo-
gists and kidney specialists globally presents a significant challenge in providing timely
and accurate diagnoses.
In this research, we aim to address this challenge by leveraging artificial intelligence (AI)
techniques for the detection of kidney cysts, tumors, stones, and normal conditions this
was based on early research that made a comparative study between cnn models and
transformer variants. To expand that research Our study encompasses an invistigation
involving diverse models, including CNN models, transformer variants, lightweight neural
networks, and handcrafted features. We evaluate these models on a dataset of 12,446
unique images extracted from abdominal CT scans.
To enhance the comprehensiveness of our investigation, we introduce several modifications
to the original dataset, incorporating Gaussian noise, blur, illumination variations (both
increase and decrease), and occlusion. These modifications aim to simulate real-world
conditions and imaging artifacts, providing a more realistic and challenging dataset for
evaluation purposes.
Upon comparing the performance of these models, we observed interesting outcomes. In
the original dataset, the BSIF handcrafted features exhibited superior accuracy, achieving
an impressive accuracy of 99.51%. In the BLUR dataset, the lightweight neural networks
outperformed all other models, achieving an accuracy of 99%. However, in the ILLU-
MINATION INCREASE dataset, we noted a decline in classifi-cation results when using
Vision transformers models (EANet and SWIN). Conversely, in the OCCLUSION dataset,
the lightweight neural networks surpassed all other models in terms of accuracy. In the
GAUSSIAN dataset, the lightweight neural networks once again outperformed all other
models, achieving an accuracy of 99%. Similarly, in the ILLUMI- NATION DECREASE
dataset, the lightweight neural networks demonstrated superior accuracy.
Key words:
Deep Learning, Computer Vision, CNN(Convolutional Neural Network), Vision Trans-
formers, Handcrafted features, Lightweight neural networks

Les kystes, les tumeurs et les calculs rénaux présentent des risques importants pour
la santé des individus, pouvant entrâıner une insuffisance rénale s’ils ne sont pas diagnos-
tiqués et gérés efficacement. Cependant, la pénurie de néphrologues et de spécialistes des
reins à l’échelle mondiale constitue un défi majeur pour des diagnostics précis et rapides.

Dans le cadre de cette recherche, nous visons à relever ce défi en exploitant des tech-
niques d’intelligence artificielle (IA) pour la détection des kystes rénaux, des tumeurs, des
calculs et des conditions normales. Cette étude s’appuie sur des recherches antérieures
ayant réalisé une étude comparative entre les modèles CNN et les variantes des trans-
formateurs. Pour étendre cette recherche, notre étude englobe une investigation portant
sur divers modèles, notamment des modèles CNN, des variantes de transformateurs, des
réseaux neuronaux légers et des caractéristiques artisanales. Nous évaluons ces modèles
sur un ensemble de données comprenant 12 446 images uniques extraites de scanners ab-
dominaux CT. Afin d’améliorer la qualité et l’exhaustivité de notre investigation, nous
introduisons plusieurs modifications dans l’ensemble de données d’origine, en incorporant
du bruit gaussien, du flou, des variations d’éclairage (augmentation et diminution) et
de l’occlusion. Ces modifications visent à simuler des conditions réelles et des artefacts

1



d’imagerie, fournissant ainsi un ensemble de données plus réaliste et plus difficile à évaluer.
En comparant les performances de ces modèles, nous avons observé des résultats

intéressants. Dans l’ensemble de données d’origine, les caractéristiques artisanales BSIF
ont affiché une précision supérieure, atteignant une impressionnante précision de 99,51
%. Dans l’ensemble de données flou, les réseaux neuronaux légers ont surpassé tous les
autres modèles, atteignant une précision de 99 % Cependant, dans l’ensemble de données
d’augmentation d’éclairage, nous avons constaté une baisse des résultats de classification
lors de l’utilisation des modèles de transformateurs de vision (EANet et SWIN). En re-
vanche, dans l’ensemble de données d’occlusion, les réseaux neuronaux légers ont surpassé
tous les autres modèles en termes de
Mots-clés:
Apprentissage profond, Vision par ordinateur, CNN (Réseau de neurones convolutifs),
Transformers de vision, Caractéristiques artisanales, Réseaux neuronaux légers.
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General Introduction

Kidney cyst tumors and stones are common conditions affecting the kidneys, and if left
untreated, they can lead to serious consequences, including kidney failure.

Kidney failure, occurs when the kidneys lose their ability to function adequately. If
kidney cyst tumors and stones are not treated promptly, the damage to the kidneys can
progress, ultimately leading to kidney failure.

Timely detection, accurate diagnosis, and appropriate treatment are essential to pre-
vent kidney damage and preserve kidney function. Regular medical check-ups for kidney
cyst tumors and stones are crucial steps towards maintaining kidney health and preventing
the potential complications that can arise from untreated conditions. However, despite
the importance of these interventions, a significant challenge faced globally is the scarcity
of nephrologists, medical professionals specialized in kidney diseases and disorders. This
scarcity creates a pressing need for innovative solutions to bridge the gap between the
increasing demand for nephrological care and the limited availability of specialists.

With the rise of technology and the advent of artificial intelligence (AI), there is
an opportunity to address this issue. AI-powered systems have demonstrated promising
potential in various areas of healthcare, including radiology and medical imaging. These
systems can assist in the detection and analysis of kidney cyst tumors and stones, aiding
in early diagnosis and providing valuable insights to healthcare professionals.

AI algorithms can be trained to recognize patterns and abnormalities in medical imag-
ing, enabling them to identify potential kidney cyst tumors and stones with high accuracy.
This can help streamline the diagnostic process, allowing healthcare providers to priori-
tize cases that require immediate attention. Additionally, AI can assist in monitoring the
progression of existing cysts and stones, facilitating timely interventions and preventing
further complications.

AI-powered tools can act as valuable decision-support systems, assisting healthcare
professionals in making informed decisions, interpreting diagnostic results, and providing
personalized treatment recommendations.

Collaborative efforts between AI systems and healthcare professionals can lead to
improved patient outcomes, enhanced efficiency, and better utilization of limited resources.

Recent studies have demonstrated the potential of transformer-based models and their
variants in tackling the challenges posed by kidney cyst tumors and stones. Originally
designed for natural language processing tasks, transformers have proven to be effective
in diverse fields, including medical imaging and healthcare.

One notable area of research involves comparing transformer-based models with tradi-
tional convolutional neural network (CNN) models to evaluate their efficiency in address-
ing kidney-related conditions. These comparative studies aim to assess the performance
of transformers in medical image analysis tasks, such as segmentation, classification, and
detection of cyst tumors and stones.

The findings of these comparative studies provide valuable insights into the strengths
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and limitations of transformers compared to CNN models. While CNN models have been
widely used in medical imaging, transformers offer distinct advantages, such as their abil-
ity to capture long-range dependencies and model complex relationships within images.

1 A brief overview on the state of the art

The rise of deep learning has led to a significant surge in research focused on its applica-
tions, particularly in the areas of image processing and classification. One area that has
witnessed substantial growth is the use of deep learning for autodiagnosis of radiological
findings and segmentation tasks [9].

The authors in [9] used Vision transformer and explainable transfer learning models for
auto detection of kidney cyst, stone and tumor from CT-radiography, swin transformers
got the best classification accuracy result of 99.30%.

Aksakalli. et al[15] talked in hispaper about the classification of Kidney x-ray images
using both machine learning and deep learning techniques, and evaluated various machine
learning methods such as Decision Trees (DT), Random Forest (RF), Support Vector
Machines (SVM), Multilayer Perceptron (MLP), K-Nearest Neighbor (kNN), Naive Bayes
(BernoulliNB), and deep neural networks using CNN. the Decision Tree Classifier (DT)
got the best classification result. This method has the highest F1 score rate with a success
rate of 85.3% .

In[16] , pre-trained DNN models such as ResNet-101, ShuffleNet, and MobileNet-v2
are used to extract features from kidney ultrasound pictures, which are then classified
using Support Vector Machines (SVM), with final predictions made using the majority
voting technique, The presented method resulted in maximum classification accuracy of
96.54% testing with quality images and 95.58% testing with noisy images.

Fu. et al.(2021)[17], used Deep-learning-based CT imaging in the quantitative evalu-
ation of chronic kidney diseases, the RDA-UNET model achieved 96.34% precision, and
96.88% recall for the left kidney and 95.34% precision, and 94.61% recall for the right
kidney, which were better than other algorithms.

In their work, Zheng et al. (2019)[18] discussed the computer-aided diagnosis of con-
genital abnormalities of the kidney and urinary tract. The study involved the integration
of texture image features and deep transfer learning image features. The extracted fea-
tures were then used by the SVM classifier to classify ultrasound images as either normal
or abnormal.

The study conducted by Parakh et al. (2019)[19] utilized two consecutive CNN models.
The first CNN was designed to identify the urinary tract, and the second CNN was
employed to detect the presence of stones. The results obtained from this approach
demonstrated a remarkable accuracy of 95%.

Yildirim et al. (2020)[20] proposed an automated method for detecting kidney stones
using coronal Computed Tomography (CT) images and employing a deep learning tech-
nique, specifically XResNet-50. The study demonstrated impressive results, achieving a
detection accuracy of 96.82%.

Zhang et al. (2019) [18] proposed a method that involved incorporating two morphol-
ogy convolution layers, modifying feature pyramid networks (FPNs) in the faster RCNN
framework, and utilizing four thresholds. Their approach achieved an impressive area
under the curve (AUC) value of 0.871.
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Md. et al.(2022) [21] proposed a segmentation based kidney tumor classification using
Deep Neural Network (DNN), finally, the classification models MobileNetV2, VGG16,
InceptionV3 scored with 95.29%, 99.21% and 97.38% accuracy on test set.

2 Contributions

Our research in the field of kidney cyst, stone, tumor, and normal condition detection
aimed to advance our understanding and capabilities. To achieve this, we conducted
an extensive comparative study involving a variety of models, including CNN models,
transformer variants, lightweight neural networks, and handcrafted features. In our study,
we utilized a dataset comprising 12,446 unique images extracted from abdominal CT
scans. These images were carefully categorized into four distinct groups: cyst, normal,
stone, and tumor. It is important to note that the dataset included images captured
from different sections during the CT scans. The dataset was obtained from Kaggle and
collected from Picture Archiving and Communication Systems (PACS) as well as hospital
workstations located in Dhaka, Bangladesh. Notably, the images were acquired from
patients who had previously been diagnosed with kidney tumor, cyst, normal, or stone
conditions. By analyzing this comprehensive dataset and employing various models, we
aimed to evaluate the performance of different approaches and contribute to the field of
kidney condition detection.

To further expand our study, we introduced several modifications to our original
dataset. These modifications included the addition of Gaussian noise, blur, variations
in illumination (both increase and decrease), and occlusion. By incorporating these mod-
ifications, we aimed to create a more diverse and challenging dataset that would better
simulate real-world conditions and potential imaging artifacts. Using this augmented
dataset, we conducted a similar study to the original one, evaluating the performance of
the different models and approaches in detecting kidney cyst, normal, stone, and tumor
conditions. The results obtained from this extended study provided valuable insights
into the robustness and generalization capabilities of the models under more challenging
conditions.

In our experiment, we conducted evaluations on six different datasets and obtained
the following results:

For the blur dataset, the VGG16 model achieved the highest accuracy of 98.08%. This
accuracy surpassed the performance of the ResNet50 and Inception-v3 models.Among the
transformer variants, the CCT model exhibited the best accuracy of 98.75%. This per-
formance outperformed other transformer models considered in the study.In terms of
handcrafted features, both the Local Binary Patterns (LBP) and Histogram of Oriented
Gradients (HOG) approaches achieved an accuracy of 99%.Regarding the lightweight neu-
ral networks, all of them achieved an accuracy of 99% for the evaluated datasets.

For the gaussian dataset, also VGG16 model achieved the highest accuracy of 94.71%.
This accuracy surpassed the performance of the ResNet50 and Inception-v3 models.Among
the transformer variants, the CCT model exhibited the best accuracy of 88.94%. This
performance outperformed other transformer models considered in the study. In terms
of handcrafted features, both BSIF and Histogram of Oriented Gradients (HOG) ap-
proaches achieved an accuracy of 99%.Regarding the lightweight neural networks, all of
them achieved an accuracy of 99% for the evaluated datasets.
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For the Illumination Increase dataset, Resnet-50 model achieved the highest accuracy
of 90.29%. This accuracy surpassed the performance of the VGG16 and Inception-v3
models.Among the transformer variants, the CCT model exhibited the best accuracy
of 88.65%. This performance outperformed other transformer models considered in the
study. In terms of handcrafted features, both BSIF and Histogram of Oriented Gradients
(HOG) approaches achieved an accuracy of 99%.Regarding the lightweight neural net-
works, all of them achieved an accuracy of 99% for the evaluated datasets.

For the Illumination Decrease dataset, VGG16 model achieved the highest accuracy
of 96.44%. This accuracy surpassed the performance of the Resnet-50 and Inception-
v3 models.Among the transformer variants, the CCT model exhibited the best accuracy
of 97.69%. This performance outperformed other transformer models considered in the
study. In terms of handcrafted features, both BSIF and Histogram of Oriented Gradients
(HOG) approaches achieved an accuracy of 98.84% and 99%.Regarding the lightweight
neural networks, all of them achieved an accuracy of 99% for the evaluated datasets.

For the Original dataset, VGG16 model achieved the highest accuracy of 90.38%. This
accuracy surpassed the performance of the Resnet-50 and Inception-v3 models.Among
the transformer variants, the CCT model exhibited the best accuracy of 96.73%. This
performance outperformed other transformer models considered in the study. In terms of
handcrafted features, both BSIF and Histogram of Oriented Gradients (HOG) approaches
achieved an accuracy of 99%.Finally in terms of lightweight neural networks MDFNet got
the best accuracy of 99%

For the Occlusion dataset, VGG16 model achieved the highest accuracy of 93.46%.
This accuracy surpassed the performance of the Resnet-50 and Inception-v3 models.Among
the transformer variants, the CCT model exhibited the best accuracy of 93.37%. This
performance outperformed other transformer models considered in the study. In terms of
handcrafted features, Histogram of Oriented Gradients (HOG) achieved an accuracy of
99%.Finally in terms of lightweight neural networks DCTnet and MDFNet got the best
accuracy of 99%
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Chapter 1

Background

1.1 Introduction

Deep learning has become a popular tool in fields such as computer vision, speech analysis,
and natural language processing, where large amounts of data need to be analyzed and
human-like intelligence is required. It is also becoming increasingly important in the field
of medical image analysis, as evidenced by a recent special issue on the topic. Medical
imaging has long been a diagnostic method in clinical practice, and recent advancements
in hardware, safety procedures, computational resources, and data storage have greatly
benefited this field. Medical image analysis currently focuses on segmentation, classifica-
tion, and abnormality detection using images generated from a variety of clinical imaging
modalities. MIT’s technological review has recognized deep learning as one of the top
ten breakthroughs of 2013. This chapter will discuss the technologies that we have used
throughout this project, their application to medical analysis, and previous work related
to our project[22].

1.2 Deep Learning

Deep Learning (DL) is a subset of machine learning that involves training artificial neural
networks to learn patterns and relationships in large datasets.
The term deep refers to the multiple layers of neurons that make up the network. It is
especially useful for domains such as computer vision, speech analysis, and natural lan-
guage processing (NLP), where large volumes of data need to be processed and human-like
intelligence is required.
DL is inspired by the information processing patterns found in the human brain and is
capable of accurately and efficiently assigning credit across numerous layers of a neural
network without supervision.
Each neuron in a network receives input from other neurons and performs a simple cal-
culation before passing on the result to other neurons in the next layer. By stacking
layers of neurons, deep neural networks can learn to represent complex patterns in data.
The training process for a deep neural network involves presenting it with labeled data
and adjusting the weights and biases of the neurons so that the network can accurately
predict the correct labels. This is done using a technique called backpropagation, which
involves computing the gradient of the error with respect to the weights and biases and
adjusting them in the opposite direction of the gradient. One of the main advantages
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of deep learning is its ability to automatically learn features from raw data, which can
significantly reduce the amount of preprocessing required.

DL outperforms traditional ML methods, especially for complex non-linear process
models, and has gained popularity for simplifying the improvement of various learning
fields, including image recognition and object detection.
DL is also becoming increasingly important in medical image analysis, with recent ad-
vances in hardware design, safety procedures, computational resources, and data storage
capabilities greatly benefiting the field [23].

1.3 Artificial Neural Networks

Neural networks draw their inspiration from the intricate information processing mech-
anisms found in biological nervous systems, such as the human brain. The foundation
of neural networks can be traced back to the pioneering work of McCulloch and Pitts
in 1943[24]. In their influential paper, they proposed a simple mathematical model for a
single neuron, which is depicted in Figure 1.1. This model served as a starting point for
the development of more sophisticated neural network architectures.[1]

Figure 1.1: The McCulloch-Pitts model of a single neuron [1].

The McCulloch-Pitts model of a single neuron involves combining weighted inputs,
denoted as x1, . . . , xd, to form a weighted sum represented by Eq. 1.1 . This weighted
sum is then passed through a non-linear activation function g(·) as shown in Eq. 1.3,
resulting in a final output denoted as z. This activation function introduces non-linearity
to the neuron’s response, allowing it to capture more complex patterns and relationships
in the input data.[1]

a =
d∑

i=1

wixi + w0 (1.1)

In the McCulloch-Pitts model, an additional parameter called the bias, denoted as w0,
is introduced. The bias acts as an offset and can be viewed as a special case of a weight
assigned to an extra input x0, which is constantly set to a value of +1. This allows us to
express the weighted sum equation, represented by Eq. 1.1, in the following form [1]:

a =
d∑

i=0

wixi (1.2)
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where x0 = 1. Note that the weights (and the bias) can be of either sign, corresponding
to excitatory or inhibitory synapses. The output z of the unit (which may loosely be
regarded as analogous to the average tiring rate of a neuron) is then given by operating
on a with a non-linear activation function g(·) so that

In the McCulloch-Pitts model, an additional input x0 is set to a constant value of 1.
It is important to note that the weights, including the bias, can have positive or negative
values, representing excitatory or inhibitory synapses respectively. The unit’s output z,
is obtained by applying a non-linear activation function g(·) to the weighted sum a. This
process can be described as follows [1]:

z = g(a) (1.3)

Some possible forms for the function g(·) are shown in Figure 1.2.[1]

Figure 1.2: A selection of typical activation functions: (a) linear, (b) threshold, (c) thresh-
old linear, (d) sigmoidal. The multilayer perceptron network makes use of sigmoidal units
to give network mapping functions which are both non-linear and differentiable [1].

A neural network involves connecting multiple perceptrons together to create a more
powerful and flexible computational model, it consists of multiple layers of interconnected
neurons, where each neuron performs a similar computation as a perceptron.

In a neural network, the neurons are organized into layers: an input layer, one or
more hidden layers, and an output layer. The input layer receives the initial input data,
and the output layer produces the final output. The hidden layers, located between the
input and output layers, play a crucial role in learning and extracting complex features
from the input data. Each neuron in a neural network receives inputs from the neurons
in the previous layer. The connections between neurons in a neural network have associ-
ated weights, similar to the perceptron model. These weights determine the strength of
the connections and are adjusted during the learning process to optimize the network’s
performance. The learning process, often referred to as training, involves feeding the net-
work with labeled training data and updating the weights based on the errors between
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the predicted outputs and the true outputs. By combining multiple neurons and orga-
nizing them into layers, neural networks can learn to solve complex problems, such as
pattern recognition, classification, regression, and sequence generation. The architecture
and configuration of a neural network can vary depending on the specific problem domain
and desired performance.

1.4 Medical Image Analysis

Medical imaging is a crucial component of modern healthcare, providing visual infor-
mation about the human body. Its main purpose is to assist radiologists and clinicians
in improving the efficiency of diagnostic and treatment processes. Medical imaging en-
compasses various techniques and technologies that enable the visualization of different
body structures and functions. These include X-ray, computed tomography (CT), mag-
netic resonance imaging (MRI), positron emission tomography (PET), ultrasound, and
hybrid modalities. These imaging modalities play a vital role in detecting anatomical and
functional details of organs, aiding in both diagnosis and research. Figure 1.3 illustrates
a range of common medical imaging modalities used for different body parts, obtained
through radiology and laboratory settings. By providing essential insights, medical imag-
ing plays an indispensable role in modern healthcare systems [2].

Figure 1.3: Typology of medical imaging modalities [2].
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1.5 Computer Vision

Vision is a prime illustration of a task that humans excel at but poses challenges for
machines. The human eye effortlessly absorbs an enormous amount of visual information,
which the brain processes seamlessly and unconsciously. In contrast, computer vision
aims to replicate and, if feasible, enhance this remarkable ability in computers. From
a technical perspective, computer vision can be defined as the scientific field dedicated
to enabling computers to acquire, process, and analyze digital images. An example of a
computer vision application is depicted in Figure 1.4 [3].

Figure 1.4: Object detection in computer vision. [3].
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1.6 Deep Learning in Medical Imaging

1 Diabetic Retinopathy (DR)

Diabetic Retinopathy (DR) is an eye disease that occurs as a complication of diabetes and
can lead to vision loss over time. Early detection of DR through retinal screening tests
is crucial for effective management and treatment. However, the manual detection of DR
is a challenging and time-consuming process due to limited equipment and expertise. On
the other hand, the utilization of deep learning models for automated DR detection has
shown improved accuracy and optimization, with reported accuracies of up to 94.96%,
and [25], with an accuracy of 75%.

2 Cardiac Imaging

Deep learning has provided extremely promising result for cardiac imaging especially for
Calcium score quantification. Number of diverse applications has been developed, CT
and MRI are the most used imaging modality whereas common task for image segmen-
tation are left ventricle. Manual identification of CAC in cardiac CT requires substan-
tial expert interaction, which makes it time-consuming and in- feasible for large-scale or
epidemiological studies. To overcome these limitations, (semi)-automatic calcium scoring
methods have been proposed for CSCT [26].

3 Alzheimer’s and Parkinsons Diseases Detection

Parkinson’s disease (PD) is a neurological disorder characterized by a gradual loss of motor
control and impaired sensorimotor integration, likely originating from dysfunction in the
basal ganglia. PD is linked to the degeneration or deterioration of dopaminergic neurons.
Diagnostic procedures for AD typically involve neurological tests, including brain scans
and other assessments. In a study, researchers employed a convolutional neural network
(CNN) model called LeNet-5, utilizing scale and shift invariant features such as data
shape, mean, and standard deviation. The study achieved an accuracy of 96.86% in
detecting brains affected by Alzheimer’s disease.

1.7 Conclusion

In conclusion, this chapter has explored the intersection of deep learning, artificial neural
networks, medical image analysis, and computer vision in the context of diagnosing and
analyzing medical conditions. Throughout the chapter, we have discussed the significance
and potential of these fields in advancing healthcare and improving patient outcomes.
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Chapter 2

Proposed Methods

2.1 Introduction

The global concern of renal failure and the limited availability of nephrologists worldwide
have necessitated the development of an AI-based system for automated kidney disease di-
agnosis. Early detection of kidney disorders such as cysts, stones, and tumors is crucial in
preventing kidney failure. Traditionally, the identification of kidney diseases heavily relied
on manual assessment by nephrologists and radiologists, whose numbers are significantly
limited globally [9]. To overcome these challenges, advanced technologies leveraging ar-
tificial intelligence, particularly deep learning methods, Transformers, Lightweight neural
networks, and Handcrafted features have emerged as effective tools for recognizing various
kidney diseases.

Convolutional neural network (CNN) has gained significant popularity as a power-
ful deep learning method, particularly in object classification tasks, building upon the
foundations of multilayer perceptron (MLP) [27]. CNN, with its deep structure and in-
corporation of convolutional computation, simulates the mechanisms of biological vision,
automatically extracting relevant features from images. Its ability to perform complex
feature extraction contributes to its success in image identification tasks [28]. Trans-
formers, originally introduced for natural language processing tasks, have shown great
potential in image analysis as well. These models utilize self-attention mechanisms to
capture global dependencies within the input data, enabling them to effectively process
and analyze complex medical images.[7] Lightweight neural networks, on the other hand,
focus on reducing the computational complexity and memory requirements of traditional
deep learning models. These networks are designed to be more efficient, making them
suitable for deployment on resource-constrained devices or in real-time applications.[?] In
addition to deep learning models, handcrafted features have been widely used in medical
image analysis. These features are manually designed and extracted from images using
various techniques[11, 29, 12, 30, 31].

In this section, we provide an overview of the dataset used in our research, the CNN
models employed in our study, with a specific focus on transfer learning techniques. Addi-
tionally, we delve into transformer variants, lightweight neural networks, and handcrafted
features utilized in our research. Each of these approaches plays a pivotal role in address-
ing the research objectives of our study. By delving into the intricacies of these models
and techniques, we aim to demonstrate their effectiveness and potential in advancing the
field of kidney disease analysis.
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2.2 Data Collection

This section covers the process of collecting data, as well as the techniques employed for
data pre-processing. Additionally, it explores the various modifications applied to the
images to create new datasets incorporating these altered versions.

1 Dataset description

The dataset utilized in this project ”CT KIDNEY DATASET: Normal-Cyst-Tumor and
Stone” consists of 12,446 distinct images of abdomen CT scans. These images are cat-
egorized into four groups: cyst, normal, stone, and tumor Table 2.1. Importantly, the
dataset includes images representing various sections generated by a CT scan Figure 2.1.
The dataset was sourced from Kaggle and collected from PACS and hospital workstations
in Dhaka, Bangladesh. These images were obtained from patients who had already been
diagnosed with kidney tumor, cyst, normal, or stone findings.

Table 2.1: Number of images of each class of kidney Cyst, Normal, Stone and Tumor
dataset.

kidney dataset Cyst Normal Stone Tumor
2,446 3,709 5,077 1,377 2,283

Figure 2.1: CT Scan Cuts [3].

We employed the cv2 package to apply modifications to the original images, enabling
us to create new datasets that incorporate various transformations. These transformations
included blurring, Gaussian noise, changes in illumination (both increase and decrease),
and occlusion. Figure 2.2 showcases a sample selection from our diverse range of datasets.
In our study We used TensorFlow as our model development library for many reasons.
First, TensorFlow provides excellent support for NVIDIA GPUs, which boosts the per-
formance of our models, and second, integrating Keras within TensorFlow is extremely
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important to us. Keras is a high-level API that takes advantage of TensorFlow’s vast
capabilities, enabling us to efficiently build machine and deep learning solutions.

Figure 2.2: a selection from diverse range of datasets (Original, Blur, Illumination in-
crease, Occlusion, Gaussian Noise, Illumination Decrease).
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2.3 Deep transfer Learning

Unlike general natural image recognition tasks, medical image analysis lacks large labelled
training datasets. Transfer learning involves training a machine learning algorithm on a
partiallyrelated or un-related dataset, as well as a labelled training dataset, to circumvent
the obstacle of insufficient training data. Essentially the weights learned or pre-trained
during the training of a CNN on one (partiallyrelated or un-related) dataset are transferred
to a second CNN, which is then trained on labelled medical data using these weights. The
weights can be applied to some or all layers of the CNN, except the last fully connected
layer.

Transfer learning is a powerful technique in deep learning that enables the effective
utilization of previously learned knowledge to solve new tasks with minimal training or
fine-tuning. Unlike traditional machine learning methods, deep learning requires a large
amount of labeled training data, which can be challenging and costly to obtain, especially
in domains like the medical sector. Additionally, deep learning models often demand
significant computational resources. To address these issues, Deep Transfer Learning
(DTL) has emerged as a valuable approach. DTL involves a two-stage process: pre-
training and fine-tuning. In pre-training, a model is trained on a source task, and then in
fine-tuning, the model is further trained on the target task. This transfer of knowledge
from the pre-trained model to the new model allows for effective training even with limited
data [32].

Transfer learning is a highly effective technique in the field of deep learning, enabling
the utilization of previously acquired knowledge to solve new tasks with minimal training
or fine-tuning. In contrast to traditional machine learning approaches, deep learning
requires a substantial amount of labeled training data, which can be challenging and costly
to obtain, particularly in domains such as the medical field. Moreover, deep learning
models often impose significant computational demands. To address these challenges,
Deep Transfer Learning (DTL) has emerged as a valuable solution. DTL involves a two-
stage process: pre-training and fine-tuning. During the pre-training stage, a model is
trained on a source task, and subsequently, in the fine-tuning stage, the model is further
trained on the target task. This transfer of knowledge from the pre-trained model to the
new model facilitates effective training even in scenarios with limited available data [32].

2.4 Classification using VGG-16

In this study, we used VGG16 which was has been trained previously in ImageNet dataset
as the model. [27] VGG16 is a convolutional neural network model developed by the Vi-
sual Geometry Group (VGG) of the University of Oxford and the winner of the 2014
ILSVRC object identifcation algorithm23.[28]
The critical work of VGG16 is to demonstrate that extending the depth of the network
can improve the performance of the network in certain situations. Compared with the
classic AlexNet, VGG16’s improvement lies in the use of multiple 3×3 convolution cores
to replace the larger convolution cores (11×11, 7×7, 5×5), which can broaden the depth
of the network to improve the network performance efectively, and the use of smaller
convolution cores can also reduce the number of network parameters. [28]
The VGG16 network model comprises 13 convolutional layers, three fully connected layers
and five pooling layers.
In our experiment, the 16-layer VGG 16 model was tweaked in the last few layers by using
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the last layer of the original VGG16 model, and we added average pooling, fattening, and
a dense layer with a relu activation function. A dropout and fnally another dense layer is
added to classify the normal kidney as well as cysts, tumors, and stones.
The total number of parameters in our modifed VGG16 is 17,482,492 out of which
5,127,612 are the trainable parameters and 12,354,880 are the non-trainable parameters.
Table 3.10 shows the number of parameters of the diferent models used in our study.

VGG16 continues the characteristics of the classical network’s simple structure, ex-
pands the network’s depth through the fexible use of 3 × 3 convolution and successfully
improves network performance.[28]

Table 2.2: Number of parameters of diferent models.

Model Total Parameter Trainable parameter
VGG16 17,482,492 5,127,612

Resnet50 24,767,684 2,234,692
Inception v3 22,327,396 1,575,236

CCT 407,365 407,365
EANet 355,140 355,140
SWIN 151,668 150,612

Figure 2.3: The network structures of VGG16 [4].

2.5 Classification using ResNet-50

ResNet-50 is a specific variant of ResNet, which is a convolutional neural network known
for its depth. ResNet-50 specifically consists of 48 convolutional layers, along with 1
MaxPool layer and 1 Average Pool layer. The detailed architecture of ResNet-50 can be
observed in Figure 2.4.

ResNet is based on the deep residual learning framework. It solves the problem of the
vanishing gradient problem even with extremely deep neural networks. Resnet-50, despite
having 50 layers has over 23 million trainable parameters which is very much smaller than
existing architectures. The reasoning behind its performance is still open to discussions,
but the simplest way to understand is to explain residual blocks and how these blocks
work.
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Let us consider a neural network block, whose input is x, where we would like to learn
the true distribution H(x).
Let us denote the difference (or residual) between this as:

R(x) = Output− Input = H(x) − x (2.1)

Rearranging it we get,
H(x) = R(x) + x (2.2)

The residual block is trying to learn the true output, H(x). Taking a closer at the image
above, we realize that since we have an identity connection coming due to x, the layers are
learning the residual, R(x). The layers in a traditional network are learning true output
(H(x)) while the layers in a residual network are learning the residual (R(x)). Also, it is
observed that it is easier to learn the residual of the output and input rather than the
input only. In this manner, the identity residual model allows for the reuse of activation
functions from previous layers since they are skipped and add no complexities to the
architecture. The ResNet-50 network model comprises 50 convolutional layers, three fully
connected layers and five pooling layers.
In our experiment, the 50-layer ResNet-50 model was tweaked in the last few layers by
using the last layer of the original ResNet-50 model, and we added average pooling,
fattening, and a dense layer with a relu activation function. A dropout and fnally another
dense layer is added to classify the normal kidney as well as cysts, tumors, and stones. The
total number of parameters in our modifed ResNet-50 is 24,767,684 out of which 2,234,692
are the trainable parameters and 22,532,992 are the non-trainable parameters.[5]

Figure 2.4: ResNet-50 architecure [5].

19



2.6 Classification using Inception-V3

A variant of the Inception family neural network, Inception v3 based on Depthwise Sep-
arable Convolutions, is used in our study to classify images. [9] The Inception v3 model,
as described in our study, follows a specific structure. It executes the first seven layers
and the AuxLogits and Logits area sequentially attached Fig. 2.3. The AuxLogits area is
used during training of the network to reduce the effect of the vanishing gradient. Average
pooling layers have a similar function as max-pooling layers, and are used downsampling
to reduce overfi ing. The con- catenation layer chains output tensors of the same height
and width. The dropout layer randomly disables the weights of a fully connected layer.
The other areas are processed in parallel [6].

In our experiment, we made modifications to the original Inception v3 model. Specif-
ically, we unfroze the last two layers to allow for further training. We added additional
layers, including average pooling, flattening, a dense layer, and a dropout layer, followed
by another dense layer for the classification task. The Inception v3 model has a total of
21,802,784 parameters, out of which 1,050,624 parameters are trainable. The remaining
20,752,160 parameters are non-trainable.

Figure 2.5: The CNN architecture of the Inception V3 model [6].
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2.7 Vision Transformers

The rise of Vision Transformers, commonly referred to as ViTs, has generated substan-
tial attention and demonstrated remarkable capabilities in the domain of computer vi-
sion. While Convolutional Neural Networks (CNNs) have traditionally been the domi-
nant approach for image processing tasks, Vision Transformers introduce an alternative
architecture that capitalizes on self-attention mechanisms, offering a promising direction
for exploration and progress in the field. ViT, short for Vision Transformer, employs a
unique approach by treating images as sequences of tokens. It divides an input image into
patches, which are then transformed into vectors known as patch embeddings or patch
tokens using linear projection(note that the sequence length remains the same through-
out the network). These patch embeddings are subsequently processed through multiple
Transformer blocks. The overall architecture of ViT, is depicted in Figure 2.6. The key
components of ViT include tokenization, position embedding, multi-head self-attention
(MHSA), feed-forward network (FFN), and layer normalization (LN). Notably, MHSA
and FFN work together to form a transformer block, and we provide further details on
these components below[33].

Figure 2.6: Framework of ViT (left) and typical pipeline of a transformer encoder (right)
[7].
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1 Tokenization

In the context of analyzing an input image X ∈ RH×W×C and its corresponding labels Y,
a crucial step involves reshaping X into a sequence of flattened 2D image patches denoted
as Xp ∈ RN×(P 2·C), where N represents the number of patches and P signifies the patch
size. this smaller patches, are then flattened to create a sequence of 2D patch embeddings.
Each patch embedding (flattened patch) is then passed through a linear layer, the linear
projection involves multiplying the flattened patch embeddings by a learnable weight
matrix resulting in a d-dimensional vector. This matrix is typically represented by a
linear layer, which performs a linear transformation on the input. The purpose of this
linear projection is to map the flattened patch embeddings to a lower-dimensional feature
space, where more meaningful and discriminative representations can be learned.

To facilitate the subsequent classification task, a special token called the class token is
introduced at the beginning of the token sequence. The class token is generated from the
outputs of the final attention block and is fed into the classification head, which predicts
the class of the input. Notably, the initial state of the class token, which is inserted prior
to token processing, is a parameter that can be learned by the model.

The purpose of the class token is to attend to the most relevant features or regions
within the image, enabling effective classification[33, 34].

2 Position Embedding

Additionaly to the class token, several position tokens (embeddings) in the form of pre-
defined or learnable vectors are added to patch embeddings which have the same dimension
d model as the embeddings, so that the two can be summed, to record extra meaningful
information and preserve relative positions of image patches for inference. Together, the
input is formulated as follows [34, 33]:

z0 = [xcls;x
1
p · E; ... ;xN

p · E] + [Ecls
pos;E

1
pos; ... ;EN

pos] (2.3)

where xcls ∈ RD is the class token, E ∈ RN×(P 2·C)×D is a linear projection of each patch
Xp, and Ei

pos ∈ RD is the learnable position embedding for the i-th token.
Then, joint patch and position embeddings are processed with transformer blocks [33].
sine and cosine functions with different frequencies are employed in this work to encode

the positional information.

PE(pos,2i) = sin(pos/100002i/dmodel) (2.4)

PE(pos,2i+1) = cos(pos/100002i/dmodel) (2.5)

where pos represents the position of the token within the sequence and i represents the
index of the dimension in the embedding vector. That is, each dimension of the positional
encoding corresponds to a sinusoid. The wavelengths form a geometric progression from
2π to 10000 · 2π. We chose this function because we hypothesized it would allow the
model to easily learn to attend by relative positions, since for any fixed offset k, PEpos+k

can be represented as a linear function of PEpos. [35].
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3 Attention

The attention mechanism in Vision Transformers involves an attention function that takes
a query vector and a set of key-value vector pairs as inputs, and produces an output
vector. This attention function, known as Scaled Dot-Product Attention, was introduced
by Vaswani et al. (2017). It calculates the relevance or similarity between the query and
key vectors by taking their dot product. the equation can be formally expressed as:

Attention(Q, K, V) = Softmax

(
Q ·KT

√
dk

)
(2.6)

where Q, K, and V represent respectively the set of queries, keys, and values. The
initial patch representations are transformed into query, key, and value vectors grouped
in matrices, these transformations are typically achieved using linear projections. dQ, dk
represents the dimension of the queries and the keys, while the values have dimension dv.
The dot product between the query vectors and the key vectors measures the similarity
between the patch associated with the query and the patch associated with the key.

for each patch, its query vector is dot-producted with the key vectors of all other
patches to obtain a set of similarity scores. Higher dot product values indicate a higher
similarity, while lower values indicate a lower similarity. the scores obtained from the
dot product are scaled by 1√

dk
to compensate for the fact that the dot products can

reach large values in magnitude when dk is large. Large values would saturate softmax
and make its gradients very small. The scaled scores are then passed through a softmax
function to obtain attention weights, which represent the importance of each patch with
respect to the others. The attention weights derived from the similarity scores are used to
compute a weighted sum of the value vectors, which produces the final output of the self-
attention mechanism. The main advantage of attention, when compared to convolutions,
is the ability to capture long distance dependencies between tokens, which is something
convolutions fail to do because of the local nature of the convolution operator. [36].

4 Multi-Head Attention

Vaswani et al. (2017) introduced a key step in the Transformer model where the input
(z0) undergo a linear projection using learnable weight matrices. This projection step
transforms the input vectors into new representations Q, K and V with dimensions dQ,
dK , and dV , respectively. Specifically, the input embeddings or features are multiplied by
specific weight matrices WQ, WK , WV , which are randomly initialized at the beginning
of the training process.

Importantly, this linear projection is performed not just once, but h times. Each
attention head in the model has its own set of learnable weight matrices for the linear
projection. By conducting the projection h times, the resulting transformed representa-
tions from each attention head are simultaneously passed to the Attention function. This
collective process is known as MultiHead Attention, where multiple attention heads work
in parallel to capture different aspects of the input information [36].

After the parallel processing, the resulting matrices are concatenated and linearly
projected, using, again, a learnable matrix. Parallel processing enables the model to
efficiently process information from different representations of the inputs. Formally

MultiHead(Q,K,V) = Concat(head1, ... , headh)WO, (2.7)

Where headi = Attention(QWQ
i ,KWK

i ,VWV
i ),
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where WQ
i ∈ Rdmodel×dk , WK

i ∈ Rdmodel×dk , WV
i ∈ Rdmodel×dv , and WO ∈ Rhdv×dmodel are

the learnable matrices used to linearly project the inputs and the result of the Attention
operation. Finally, we call Self-Attention the special case where K = V , and –anal-
ogously– Multi-Head Self-Attention (MSA) a Multi-Head Attention in the case where
K = V.

The output of the attention function for the embedding is the sum of N value vectors
multiplied with their corresponding normalized weights. The process is conducted for all
embeddings and the attention function results in an output as follows:

Attn(X,WK ,WQ,W V ) = softmax

(
Q ·KT

√
dk

)
×V, (2.8)

where K = XWK , Q = XWQ, V = XW V

One MHSA contains h parallel attention functions or attention heads. The h differ-
ent outputs are concatenated and projected with a linear transformation to produce the
output of MHSA [33].

Figure 2.7: (left) Scaled Dot-Product Attention. (right) Multi-Head Attention consists of
several attention layers running in parallel [7].

5 Layer Normalization

Layer normalization normalizes each embedding x in the sequence X separately as follows
[33]:

LN(x) =
x− µ

σ
◦ γ + β (2.9)

It is applied both after the MSA and the MLP residual connections[36].

6 The MLP block and the overall Transformer block

The result of computing self-attention for the inputs is then passed to a Multi-Layer
Perceptron (MLP) block with one hidden layer. it is responsible for processing and trans-
forming the patch representations, allowing the model to capture complex relationships
and higher-level features.

The MLP weights are learned during the training process of the Vision Transformer.
The model optimizes the weights using gradient-based optimization algorithms, such as
stochastic gradient descent (SGD) or Adam, to minimize a specific loss function.
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Formally, the MLP block can be stated as follows: given an input x, learnable weights
and biases W1, b1, W2, b2, and an non-linear activation function ρ, the MLP block can
be expressed as [36]:

MLP (x) = ρ(xW1 + b1)W2 + b2 (2.10)

In summary, the Transformer block consists of an input xl to the l-th block, a multi-
head self-attention block (MSA), an MLP block, and a layer normalization block (LN).
Combining these components together forms the complete structure of the Transformer
block.

x
′

l = LN(xl + MSA(xl)) (2.11)

xl+1 = LN(x
′

l + MSA(x
′

l))

2.8 Transformer Varients

1 Self-Attention and External Attention

The vision transformer architecture uses self-attention to sequences of image patches. The
sequence of image patches is the input to the multiple transformer block in this case, which
uses the multihead attention layer as a self-attention mechanism. One variant of the Vision
Transformer EANet is shown in Figure 2.8. EANet utilizes external attention, based on
two external, small, learnable, and shared memories, Mk and Mv. The purpose of EANet
is to drop patches that contain redundant and useless information and hence improve
performance and computational efficiency. External attention is implemented using two
cascaded linear layers and two normalization layers. EANet computes attention between
input pixels and external memory unit [9].

Figure 2.8: Self-attention versus external-attention [8].
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We first revisit the self-attention mechanism (see Figure 2.8.a)). Given an input feature
map F ∈ RN×d, where N is the number of elements (or pixels in images) and d is the
number of feature dimensions, self-attention linearly projects the input to a query matrix

Q ∈ RN×d
′
, a key matrix K ∈ RN×d

′
, and a value matrix V ∈ RN×d. Then self-attention

can be formulated as:

A = (α)ij = softmax(QKT ), (2.12)

Fout = AV, (2.13)

where A ∈ RN×N is the attention matrix and αi,j is the pair-wise affinity between (simi-
larity of) the i-th and j-th elements.

A common simplified variation (Figure 2.8b) of selfattention directly calculates an
attention map from the input feature F using:

A = softmax(FF T ), (2.14)

Fout = AF. (2.15)

Here, the attention map is obtained by computing pixel-wise similarity in the feature
space, and the output is the refined feature representation of the input. However, even
when simplified, the high computational complexity of O(dN2) presents a significant
drawback to use of self-attention.

Self-attention can be viewed as using a linear combination of self values to refine the
input feature. However, it is far from obvious that we really need N × N self attention
matrix and an N element self value matrix in this linear combination. Furthermore, self-
attention only considers the relation between elements within a data sample and ignores
potential relationships between elements in different samples, potentially limiting the
ability and flexibility of self-attention.

Thus, we propose a novel attention module named external attention, which computes
attention between the input pixels and an external memory unit M ∈ RS×d, via:

A = (α)i,j = Norm(FMT ), (2.16)

Fout = AM. (2.17)

Unlike self-attention, αi,j in Equation (2.16) is the similarity between the i-th pixel
and the j-th row of M , where M is a learnable parameter independent of the input, which
acts as a memory of the whole training dataset. A is the attention map inferred from this
learned dataset-level prior knowledge; it is normalized in a similar way to self-attention
(see Section 3.2). Finally, we update the input features from M by the similarities in A.

In practice, we use two different memory units Mk and Mv as the key and value, to
increase the capability of the network. This slightly changes the computation of external
attention to

A = Norm(FMT
k ), (2.18)

Fout = AMv. (2.19)

The computational complexity of external attention is O(dSN); as d and S are hyper-
parameters, the proposed algorithm is linear in the number of pixels. In fact, we find that
a small S. Thus, external attention is much more efficient than selfattention, allowing
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its direct application to large-scale inputs. We also note that the computation load of
external attention is roughly equivalent to a 1 × 1 convolution.
In this study, we used 256 patches per image, with an embedding dimension of 64, MLP
dimension of 64, and 8 transformer blocks. The batch size was set to 128, and the number
of training epochs was 50. num-heads = 4, s = 16

2 Compact Convolutional Transformers

Figure 2.9: the Compact Convolutional Transformer (CCT) architecture [9].
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The CCT is the most recent version of the Vision Transformer (Vit), which is a
compact model for image processing problems[37].

While utilizing a standard transformer encoder, the CCT introduces two distinctive
features: a convolutional image encoding block and a sequence pooling layer, which replace
certain operations found in traditional transformer approaches.

Figure 2.9 provides an overview of the Compact Convolutional Transformer (CCT)
approach.

To begin with, the CCT employs a convolutional block, consisting of multiple convo-
lutional layers, to embed the input image into a latent space. Unlike the conventional
practice of dividing images into non-overlapping patches, our approach utilizes the convo-
lutional block to preserve information at patch boundaries and capture aggregate informa-
tion from all image regions. This choice not only results in more informative inputs for the
transformer encoder but also introduces inductive biases to enhance training efficiency,
particularly on smaller-sized datasets.

Following the convolutional block, the feature maps are row concatenated into a vector,
which serves as the input tokens for the transformer encoder. To enable the transformer
to understand the spatial relationship between tokens, positional embedding is applied to
each token.

The transformer encoder consists of two transformer encoder layers, each equipped
with a multi-headed attention mechanism that captures long-range dependencies within
the input. These transformer encoder layers follow the typical design of attention-based
layers.

After the transformer encoder, sequence pooling is performed on the outputs. This
pooling operation smooths the sequence of outputs and enables the MLP Head to accu-
rately classify the classes of interest. Notably, sequence pooling eliminates the need for an
additional classification token, which is commonly used in other transformer models. As
a result, the model no longer needs to track the classification token throughout its layers,
simplifying the architecture. [38].

For an image (y) the convolutional tokenization procedures will be:

y0 = MaxPool(ReLU(Conv2D(y))) (2.20)

The Conv2D feature maps generated by the CCT undergo scaling using the maxpool
layer and are activated by the ReLU activation function.

The inclusion of the sequence pooling layer in the CCT enables the network to evaluate
the sequential embedding of latent spaces produced by the transformer encoder. This
pooling operation captures meaningful information from different regions of the input
images. It is a mapping transformation technique employed to pool the entire sequence
of data and extract valuable insights; it is denoted as T : R(i× n× j) −→ R(i× j). [39].

This procedure can be described as:

yL = f(y0) ∈ R(i×n×j) (2.21)

where the transformer encoder of a layer is denoted as L and its output is denoted as
yL or f(y0). Furthermore, a mini-batch size denoted by i, j is taken as the embedding
dimension, and n indicates the sequence length. Then, yL is fed to a linear layer g(yL) ∈
R(i×1) and the Softmax activation function 2.22 is utilized.

y
′

L = softmax(g(yL)T ) ∈ R(i×1×n) (2.22)
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The output can be calculated as:

output; o = y
′

LyL = softmax(g(yL)T × xL ∈ R(i×1×j) (2.23)

After pooling of the second dimension, output (o) ∈ R(i×1×j) is attained as an output.
After passing through a linear classification layer, the images are categorized [39].

In the case of the Compact Convolutional Transformer (CCT), the input images were
reshaped to a size of 32. We employed two convolutional layers in the model, and the
embedding dimension was set to 128. During training, a batch size of 128 was used, and
the training process was performed over 20 epochs.

3 Swin Transformers

The Swin transformer is a hierarchical transformer that uses shifting-window MSA and
includes four stages as shown in Figure 2.10 [40].
It first splits an input image into non-overlapping patches by a patch splitting module,
like ViT. Each patch is treated as a “token” and its feature is set as a concatenation of the
raw pixel values. A linear embedding layer is applied on this raw-valued feature to project
it to an arbitrary dimension (denoted as C). Several Transformer blocks with modified
self-attention computation (Swin Transformer blocks) are applied on these patch tokens.
The Transformer blocks maintain the number of tokens (H

4
× W

4
), and together with the

linear embedding are referred to as “Stage 1”.
To produce a hierarchical representation, the number of tokens is reduced by patch

merging layers as the network gets deeper. The first patch merging layer concatenates
the features of each group of 2 × 2 neighboring patches, and applies a linear layer on the
4C-dimensional concatenated features. This reduces the number of tokens by a multiple of
2× 2 = 4 (2× downsamplingofresolution), and the output dimension is set to 2C. Swin
Transformer blocks are applied afterwards for feature transformation, with the resolution
kept at H

8
× W

8
. This first block of patch merging and feature transformation is denoted

as “Stage 2”. The procedure is repeated twice, as “Stage 3” and “Stage 4”, with output
resolutions of H

16
× W

16
and H

32
× W

32
, respectively. These stages jointly produce a hierarchical

representation,with the same feature map resolutions as those of typical convolutional
networks, e.g., VGG and ResNet. As a result, the proposed architecture can conveniently
replace the backbone networks in existing methods for various vision tasks [10].

Figure 2.10: The architecture of a Swin Transformer (Swin-T); (b) two successive Swin
Transformer Blocks (notation presented with Eq. (3)). W-MSA and SW-MSA are
multi-head self attention modules with regular and shifted windowing configurations,
respectively[10].
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Swin Transformer block

The Swin Transformer architecture introduces a modification to the standard Transformer
block by replacing the multi-head self-attention (MSA) module with a module based on
shifted windows. This new module, which will be further explained in the next section, is
combined with other layers that remain unchanged. In Figure 2.10(b), the structure of a
Swin Transformer block is depicted. It consists of a shifted window-based MSA module,
followed by a 2-layer MLP with GELU nonlinearity in between. Layer normalization (LN)
is applied before each MSA module and each MLP, ensuring stable training. Addition-
ally, a residual connection is applied after each module, allowing the flow of information
through the block [10].

4 Shifted Window based Self-Attention

Both the original Transformer architecture proposed by Vaswani [35] and its adaptation
for image classification introduced by [7] rely on global self-attention. Global self-attention
involves computing the relationships between a token and all other tokens in a sequence.
However, this global computation poses a challenge due to its quadratic complexity, mean-
ing that the computational requirements increase rapidly with the number of tokens. As a
result, this approach becomes impractical for vision problems that involve a large number
of tokens, such as dense prediction tasks or the representation of high-resolution images.

Self-attention in non-overlapped windows

To achieve more efficient modeling, we introduce the concept of computing self-attention
within local windows. These windows are arranged in a non-overlapping manner to evenly
partition the image. Each window encompasses a set of patches with dimensions of M×M .
By employing this window-based approach, we can significantly reduce the computational
complexity compared to the global multi-head self-attention (MSA) module.

In terms of computational complexity, let’s consider an image composed of h × w
patches. The global MSA module involves computing self-attention between all pairs of
patches, resulting in a quadratic complexity. However, with the window-based approach,
the computational complexity is reduced due to the limited scope of attention within each
window.

Ω(MSA) = 4hwC2 + 2(hw)2C, (2.24)

Ω(W-MSA) = 4hwC2 + 2M2hwC, (2.25)

where the former is quadratic to patch number hw, and the latter is linear when M
is fixed (set to 7 by default). Global self-attention computation is generally unaffordable
for a large hw, while the window based self-attention is scalable.

Shifted window partitioning in successive blocks

The window-based self-attention module lacks connections across windows, which limits
its modeling power. To introduce cross-window connections while maintaining the effi-
cient computation of non-overlapping windows, we propose a shifted window partitioning
approach which alternates between two partitioning configurations in consecutive Swin
Transformer blocks.
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Figure 2.11: An illustration of the shifted window approach for computing self-attention
in the proposed Swin Transformer architecture. In layer l (left), a regular window par-
titioning scheme is adopted, and self-attention is computed within each window. In the
next layer l + 1 (right), the window partitioning is shifted, resulting in new windows.
The self-attention computation in the new windows crosses the boundaries of the previ-
ous windows in layer l, providing connections among them [10].

As illustrated in Figure 2.11, the first module uses a regular window partitioning
strategy which starts from the top-left pixel, and the 8×8 feature map is evenly partitioned
into 2 × 2 windows of size 4 × 4 (M = 4). Then, the next module adopts a windowing
configuration that is shifted from that of the preceding layer, by displacing the windows
by ([M

2
], [M

2
]) pixels from the regularly partitioned windows. With the shifted window

partitioning approach, consecutive Swin Transformer blocks are computed as

ẑl = W-MSA(LN(zl−1) + zl−1, (2.26)

zl = MLP(LN(ẑl)) + ẑl, (2.27)

ẑl+1 = SW-MSA(LN(zl)) + zl, (2.28)

zl+1 = MLP(LN(ẑl+1)) + ẑl+1 (2.29)

where ẑl and zl denote the output features of the (S)W-MSA module and the MLP
module for block l, respectively.

In our experiment, we utilized an image patch size of 2. The number of attention
heads was set to 8, and the embedding dimension was 64. We employed 256 MLP layers,
and the attention window size was 2. The image dimension was fixed at 32. For training,
a batch size of 128 was used, and the model was trained for 100 epochs.

2.9 Handcrafted features

1 Local binary pattern operator (LBP)

Local Binary Patterns (LBP) is a technique commonly used in image processing to extract
meaningful features. It involves applying the LBP operator to each pixel, which generates
a binary value denoted as S(fp−fc). This value is determined by comparing the pixel with
its center pixel (fc) and its surrounding pixels fp within a 3×3 window. An illustrative
example of this operation can be seen in Figure 2.12. To obtain the LBP values, the
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differences between the neighboring pixels of each pixel are binarized using a step function
specified in Eq 2.30.

LBPP,R(fc) =
P−1∑
P=0

µ(fp − fc)2
P , µ(y) =

{
1, y ≥ 0
0, y < 0

(2.30)

In the equation for LBPP,R, R specifies the radius and specifies the distance of neighboring
pixels from the center pixel, while P denotes the number of neighbor pixels included in the
process. As in the example below Figure 2.12, radius R is taken as one 1, while neighbor
number P is taken as eight 8 [11].

Figure 2.12: Calculating the original LBP code [11].
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In our study, we employed Local Binary Patterns (LBP) as handcrafted features to
extract relevant information. These features were subsequently fed into a k-Nearest Neigh-
bors (kNN) classifier with K=3 for classification purposes.we used the same approach with
HOG and BSIF handcrafted features

2 Histogram of Oriented Gradients (HOG)

In this section, we provide an overview of the HOG feature extraction method. HOG
involves two primary computation units: the cell and the block. Figure 2.12 illustrates
the relationship between these units.

Figure 2.13: Cells and blocks used for HOG feature extraction [12].

Gradient Computation

To calculate the magnitude m(x, y) and direction θ(x, y) for each pixel at coordinate
(x, y), the following steps are performed. Let f(x, y) represent the luminance value of
the pixel located at coordinate (x, y). fx(x, y) and fy(x, y) are computed by the following
equations:

fx(x, y) = f(x + 1, y) − f(x− 1, y) (2.31)

fy(x, y) = f(x, y + 1) − f(x, y − 1). (2.32)

Then magnitude m(x, y) and direction θ(x, y) of the computed gradients are computed
by

m(x, y) =
√
fx(x, y)2 + fy(x, y)2. (2.33)

and

θ(x, y) = arctan
fy(x, y)

fx(x, y)
. (2.34)

Gradient Vote

Once the magnitude m(x, y) and direction θ(x, y) are obtained, each pixel within the
cell contributes to the computation of an orientation histogram based on the gradient
orientation of the element centered on it. The orientations are evenly distributed from 0◦
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to 180◦ and divided into nine bins. The weight of each pixel, represented by α, can be
calculated as follows:

α = (n + 0.5) − b ∗ θ(x, y)

π
(2.35)

In this equation, n represents the bin to which the gradient direction θ(x, y) belongs,
and b is equal to 9, indicating the total number of bins. To mitigate aliasing effects, the
values of both the current bin and its neighboring bin are incremented. The incremented
values mn and mnearest can be given by

mn = (1 − α) ∗m(x, y) (2.36)

mnearest = α ∗m(x, y) (2.37)

respectively. Votes (m0 to m8) are accumulated into orientation bins over local spatial
regions.

Normalization Computation

Ultimately, a histogram normalization computation is performed by combining all the his-
tograms associated with a block, which is composed of four cells. The resulting normalized
histogram can be achieved by applying the following expression:

vni =
vi√

∥v∥22 + ϵ2
(2.38)

where i is a number from 1 to 36 (four cells × nine bins), vi is the vector corresponding
to a combined histogram for a block region, ∥v∥22 = v21 + v22 + ... + v236 and ϵ is a small
constant to avoid dividing by zero. [29, 12].

3 Binary Statistical Image Features (BSIF)

The BSIF codes are represented as a histogram of pixel binary codes, it aims to capture
texture information from images by analyzing local binary patterns. The size of the filter
and the length of the bit strings are important factors in evaluating the BSIF .[30]

Binary Statistical Image Feature (BSIF) is a texture descriptor which is inspired by
Local Binary pattern (LBP). BSIF uses a binary code to represent each pixel neighborhood
in an image. The binarized feature is generated by convolving image with a set of linear
filter. Thus, the response of a linear filter is binarized with a threshold at zero. To
construct the linear filter, independent component analysis (ICA) is used. The statistical
independence of the filter responses is maximizing by ICA from a training set of natural
image patches. The BSIF extraction process is as follow: First, the response of the linear
filter is constructed. Let X is image patch with size l × l pixels. Wi is a linear filter and
Si represents the response of the filter [31].

si =
∑

Wi(u, v)X(u, v) = W T
i x (2.39)

Binarized feature bi is obtained by:

bi =

{
1, if si > 0
0, otherwise

(2.40)
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2.10 Lightweight neural networks

1 DLNet

Convolutional filters generation

Assuming that we are given an input image, denoted by I with the dimensions M × N .
We consider using discrete cosine transform (DCT) filter bank, which allows our network
to have the property of data independency (i.e., in contrast to data-driven filters) [13].

f(u, v) = δ(u)δ(v)
M∑
i=1

N∑
j=1

f(x, y) cos[
π(2i + 1)u

2M
] cos[

pi(2j + 1)u

2N
], (2.41)

where

δ(u) =

{ 1√
M
, ifu = 0√
2
M
, otherwise

(2.42)

δ(v) =

{ 1√
N
, ifv = 0√
2
N
, otherwise

(2.43)

Convolution layer

The previously generated DCT filters are employed to carry out convolution operations.
Let’s assume that the 2D filter size is k× k . The input image, denoted as I, is convolved
with various 2D DCT bases using the following process

Op = {I ∗Wp}Lp=1 (2.44)

Where, Wp ∈ Rk×k, p = 1, . . . , L represents the set of 2D DCT bases or filters, and pL
stands for the number of filters. It is important to note that the resulting feature maps,
denoted as Op, have the same size as the input image I. This is achieved by zero-padding
the borders of the image with a padding size of (k−1)/2 before performing the convolution
[13].

Binary hashing

To prevent over-fitting in our network, we employ a binary hashing procedure on feature
maps. This involves quantifying the filter responses after convolving the input image with
DCT filters, resulting in feature maps with real-number values. To binarize each map,
we set zero as the threshold, converting values higher than zero to one and leaving zero
unchanged as shown in Eq 2.45 [13].

BIN(Op) =

{
1, ifOp > 0
0, otherwise

(2.45)

The binarized feature maps are combined to form a single image denoted by D Figure.
2.13. In this case, every pixel in D will range from 0 to 2L1. The Combination is done
according to the next equation.
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D =
L∑

p=1

2p−1BIN(Op) (2.46)

Figure 2.14: Binary hashing process, images with a red border are feature maps and the
one with a blue border is the output of fusing those images [13].

Image encoding using local binary patterns

In the previous steps, our focus was on examining the responses of pixels to various filters.
Now, in this step, our objective is to enhance the DLNet by incorporating local binary
patterns (LBP) associated with different pixels in the image. To accomplish this, we
compute binary codes for the pixels within the input image, as depicted in (Figure 2.11).
Formally, for a pixel denoted as gc, characterized by its coordinates I(xc, yc) and situated
within a neighborhood of p pixels, we generate the LBP code using the following equation
[13].

LBPgc =

i=p−1∑
i=0

BIN(gp − gc)2
i (2.47)

Block-wise filter response-based LBP histogram generation

The foundation of DLNet lies in jointly considering two kinds of crucial information:
filter responses and local binary codes of image pixels. This combination allows us to
achieve a representation that captures both aspects. To accomplish this, we extract a
2M −dimensional histogram that combines the local binary patterns and filter responses.
This histogram, known as HISTL, is and can be generated using Eq(2.46) [13]:

HISTL(w) =
u∑

a=1

LBPgc(Indw) (2.48)

such that u = |Indw| and w represents the index of the histogram. Indw is the set of
pixels’ spatial coordinates for which D is equal to w. Indw is defined by.

Indw (2.49)

The operator is an assignment operator used to assign Indw with the spatial coordi-
nates where D = w. To leverage the spatial relationship effectively, we adopt a block-wise
approach to extract the histogram. This involves dividing both D and LBPgc into non-
overlapping blocks. Subsequently, histograms are extracted from each block, and these
individual histograms are concatenated into a single histogram. This concatenated his-
togram exhibits a certain degree of translation invariance due to its construction from
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different blocks.
In our study, we employed DLNet as Lightweight neural networks to extract features.
These features were subsequently fed into a k-Nearest Neighbors (kNN) classifier with
K=3 for classification purposes.we used the same approach with MDFNet and DCTNet
Lightweight neural networks [13].

2 MDFNet

MDFNet, which stands for Modified Deep Filtering Network, is a lightweight neural net-
work that works similarly to DLNet, but with two key differences in its architecture.

The first differenceThe first differenc is used pca-data-driven filterst instead the DCT
filter bank.

The second difference is in the choice of featureThe second difference is in the choice
of feature map the lbp feature map is replaced by the gradient magnitude as feature map.

3 DCTNet

Figure 2.15: The block diagram of the proposed DCTNet [14].

DCTNet follows a structure similar to DLNet Figure 2.14 , with the first step being
the Convolution Layer, and the third step involving Binarization and Block-wise His-
tograming. These steps are identical in both DLNet and DCTNet.Then, each of these D
binarized “image” is partitioned into B non-overlapping blocks. Histogram of each block
denotes by Hd

b , b = 1, 2, . . . , B; d = 1, 2, . . . , D with bin [0, 2PL−1] is obtained as the input
for histogram normalization layer that will be described in next section [14].

Histogram Tied Rank Normalization (TR Normalization)

The first stage of TR normalization uses tied rank principle that computes rank of a
given vector x which produces a vector x̄ that has a range from 1 to the length of x
where each element x̄i corresponds to the ascending order rank of xi.In case of ties, their
average rank is assigned to all ties which may produce non-integer values. Given H as
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the extracted block-wise histogram of a given face data, where H = {Hd
b }

B,D
b=1,d=1. Each

Hd
b is ranked with tied ranking without considering the bin with zero occurrence denoted

by H̄d
b . This is because bin with zero occurrences is not a sample in histogram, it should

be ignored in the ranking process. In order to make H̄d
b to be more evenly distributed, we

first apply square root on H̄d
b forming vdb =

√
H̄d

b . Follow by L2 we obtain v̂db .The final

TR normalized histogram feature vector is constructed by concatenating all v̂db [14]

v = [v̂11, v̂
1
2, . . . , v̂

1
B, v̂

2
1, . . . , v̂

D
B ] ∈ R(2PL)BD (2.50)

2.11 Conclusion

In conclusion, this chapter has presented an extensive exploration of multiple models and
techniques employed in the analysis of kidney diseases within an academic framework.
These models encompass convolutional neural networks (CNNs), transformers, lightweight
neural networks, and handcrafted features. In the upcoming chapter, we will present the
results obtained from applying these approaches to our datasets. These results will be
carefully analyzed and interpreted, taking into account various evaluation metrics such as
accuracy, loss, confusion matrix, and ROC curves. By examining these results, we will be
able to assess the performance and efficacy of each model and technique in the context of
kidney disease analysis.
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Chapter 3

Experimental study

3.1 Introduction

3.2 Performance Evaluation Metrics

Although it is important in other fields, it is critical in the medical world to achieve
high accuracy with an equal balance in the model’s performance for each class. That is
why accuracy should not be the only measure of performance. Other measures such as
sensitivity, specificity, precision, recall, and F1 − score should be calculated [22].

Accuracy =
Tp + Tn

Tp + Fp + Fn + Tn

(3.1)

Sensitivity =
Tp

Tp + Fn

(3.2)

Specificity =
Tn

Tn + Fp

(3.3)

Precision =
Tp

Tp + Fp

(3.4)

F1score = 2 ∗ Precision ∗Recall

Precision + Recall
(3.5)

Also to assess the effectiveness of the implemented models, we employed a range of
performance evaluation metrics. These metrics encompassed training and loss curves,
confusion matrices, as well as ROC curves. This comprehensive set of metrics allowed us
to thoroughly evaluate the performance of the models.

1 Results

Our research aimed to conduct a comprehensive comparative study among various mod-
els, including CNN models, transformer variants, lightweight neural networks, and hand-
crafted features. The primary objective was to evaluate the performance of these models
for the detection of kidney cyst, normal, stone, and tumor conditions. In order to expand
the scope of our comparison and considering the limited availability of datasets specific to
our target task, we introduced modifications to the existing dataset. These modifications
included the addition of Gaussian noise, blur, occlusion, and variations in illumination
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(both increase and decrease). By examining the performance of each model under these
modified conditions, we sought to gain insights into their robustness and effectiveness.
Through our study, we aimed to identify the most suitable model or approach for accu-
rate and reliable detection in the given medical context.

Experiment 1: performance using the original dataset

Based on the findings presented in Table 3.1, our comprehensive analysis revealed diverse
performance outcomes across the different models when evaluated on our original dataset.
The Inception-V3 model exhibited relatively lower performance, achieving an accuracy of
80.96%. Moderate performance was observed for EANet and Resnet-50, with accuracies
of 81.35% and 89.13%, respectively. In contrast, CCT, VGG16, and Swin Transformers
showcased higher accuracy rates of 96.73%, 90.38%, and 95.38%, respectively.

Interestingly, the handcrafted features, namely LBP, HOG, and BSIF, outperformed
all other models with accuracies of 97.98%, 99.13%, and 99.51%, respectively. This su-
perior performance can be attributed to the nature of the images in our dataset, which
exhibited simplicity and were easier to process using traditional feature extraction tech-
niques.

Moreover, it is important to highlight the impressive performance of transformer-based
models, such as CCT and Swin Transformers. Given the inherent ability of transformers
to effectively handle intricate data, we expect their performance to be notably superior
to that of handcrafted features, particularly when applied to datasets comprising more
challenging images.

When analyzing Table 3.1, we can observe the performance of different models in
detecting kidney diseases. The VGG-16 CNN model shows good recall values, particularly
for kidney tumor classes, with a recall of 0.98. It also achieves recall values of 0.94, 0.78,
and 0.97 for the cyst, normal, and stone classes, respectively. The CCT model performs
well in detecting cyst and normal classes, with a recall of 0.98 for both, while achieving
recall values of 0.97 and 0.94 for the stone and tumor classes, respectively. The MDFNet
model demonstrates perfect recall (1) for cyst and normal classes, indicating its strong
performance in detecting these types of images. Among the handcrafted features, HOG
and BSIF achieve a recall of 1 specifically for the stone class. Recall values vary for
different CNN models, with Resnet-50 achieving recall values of 0.88, 0.83, 0.93, and 0.95
for the cyst, normal, stone, and tumor classes, respectively. Inception-v3’s recall values
are 0.65, 0.86, 0.96, and 0.90 for the respective classes. EANet, SWIN, LBP, DCTNet,
and DLNet also achieve varying recall values for the different classes. Higher recall values
indicate a lower chance of misdiagnosing images belonging to the cyst, normal, stone, and
tumor classes

When considering the different approaches in our analysis, we can observe notable
variations in precision, F1 scores, and the Area Under the ROC Curve (AUC) for the
different models. In the transfer-based approach, VGG16 shows higher precision compared
to Inception V3 and Resnet50, achieving precision values of 0.98, 0.98, 0.82, and 0.83
for the respective classes. In the transformer-based approach, CCT stands out with
superior precision values of 0.92, 0.97, 0.98, and 1 compared to EANet and SWIN. For
the handcrafted features-based approach, BSIF, and HOG demonstrates better precision
than LBP, with values of 0.99, 0.99, 0.98, and 1. Lastly, within the lightweight-based
approach, MDFNet surpasses DCTNet and DLNet with precision values of 0.99, 0.98,
1, and 1 for the respective classes. In terms of F1 scores, VGG-16 achieves the highest
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scores among the cyst, normal, stone, and tumor classes, with values of 0.96, 0.87, 0.89,
and 0.90, respectively. CCT and SWIN demonstrate strong F1 scores of 0.95, 0.98, 0.97,
and 0.96, while HOG and BSIF exhibit impressive F1 scores of 0.99 for all classes. In the
lightweight-based approach, MDFNet stands out with excellent F1 scores of 0.99 for all
classes. Regarding the AUC, CCT, VGG16, and SWin Transformers show higher values
compared to Resnet50, EANet, and Inception v3. The AUC values are closer to 1 for the
Kidney Cyst, Normal, Stone, and Tumor categories in the BSIF and MDFNet models.
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Table 3.1: The performance measures for all the models on the ORIGINAL dataset

Models Accuracy Class Precision Recall(Sensitivity) F1 Score AUC
Cyst 0.98 0.94 0.96 0.997

VGG16 90.38% Normal 0.98 0.78 0.87 0.993
Stone 0.82 0.97 0.89 0.991
Tumor 0.83 0.98 0.90 0.983
Cyst 0.90 0.88 0.89 0.989

Resnet 89.13% Normal 0.97 0.83 0.90 0.991
Stone 0.84 0.93 0.88 0.992
Tumor 0.85 0.95 0.90 0.987
Cyst 0.98 0.65 0.78 0.984

Inception v3 80.96% Normal 0.70 0.86 0.77 0.956
Stone 0.80 0.96 0.87 0.984
Tumor 0.76 0.90 0.82 0.975

Cyst 0.92 0.98 0.95 0.986
CCT 96.73% Normal 0.97 0.98 0.98 0.997

Stone 0.98 0.97 0.97 0.992
Tumor 1 0.94 0.96 0.995
Cyst 0.98 0.74 0.85 0.985

EANet 81.35% Normal 0.96 0.76 0.85 0.975
Stone 0.84 0.95 0.89 0.987
Tumor 0.47 0.88 0.61 0.906
Cyst 0.96 0.94 0.95 0.992

SWIN 95.38% Normal 0.98 0.98 0.98 0.998
Stone 0.96 0.98 0.97 0.998
Tumor 0.96 0.97 0.96 0.996

Cyst 0.97 0.94 0.95 0.975
LBP 97.98% Normal 0.94 0.94 0.94 0.961

Stone 0.92 0.97 0.94 0.953
Tumor 0.95 0.94 0.94 0.962
Cyst 0.98 0.99 0.99 0.989

HOG 99.13 Normal 0.99 0.99 0.99 0.994
Stone 0.99 1 0.99 0.995
Tumor 1 0.98 0.99 0.997
Cyst 0.99 0.98 0.99 0.993

BSIF 99.51% Normal 0.99 0.99 0.99 0.991
Stone 0.98 1 0.99 0.987
Tumor 1 0.99 0.99 0.998

Cyst 0.92 0.97 0.94 0.935
DCTNet 94.80% Normal 0.97 0.94 0.96 0.974

Stone 0.96 0.90 0.93 0.963
Tumor 0.95 0.98 0.96 0.971
Cyst 0.98 0.98 0.98 0.985

DLNet 98.36% Normal 0.96 0.98 0.97 0.978
Stone 1 0.99 0.99 0.995
Tumor 1 0.98 0.99 0.997
Cyst 0.99 1 0.99 0.995

MDFNet 99% Normal 0.98 1 0.99 0.990
Stone 1 0.99 0.99 0.998
Tumor 1 0.99 0.99 0.998
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Figures 3.1, 3.2 summarizes the training and loss curves, demonstrating the improve-
ment in classification performance of the CNN and Transformer models with increasing
epochs.

Accuracy for VGG-16 Accuracy for RESNet-50 Accuracy for Inception-V3

Figure 3.1: Accuracy curves for CNN Based Models Used On Original Dataset.

Accuracy for CCT Loss for EANet Loss for SWIN

Figure 3.2: Accuracy and Loss curves for Transformer Based Models Used On Original
Dataset.

Figures 3.3, 3.4, 3.5, and 3.6 shows the normalized Confusion Matrices for Transfer
and Transformer, Lightweight based models, and Handcrafted consecutively.

Figures 3.7, 3.8, 3.9, 3.10 provides the ROC curves for Transfer, Transformer, Lightweight
based models, and Handcrafted consecutively.
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Confusion Matrix for VGG-
16

Confusion Matrix for
RESNet-50

Confusion Matrix for
Inception-V3

Figure 3.3: Confusion Matrix for CNN Based Models Used On Original Dataset.

Confusion Matrix for CCT Confusion Matrix for EANet Confusion Matrix for SWIN

Figure 3.4: Confusion Matrix for Transformer Based Models Used On Original Dataset.

Confusion Matrix for DCT-
Net

Confusion Matrix for DLNet
Confusion Matrix for
MDFNet

Figure 3.5: Confusion Matrix for Lightweight neural networks Based Models Used On
Original Dataset.
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Confusion Matrix for LBP Confusion Matrix for HOG Confusion Matrix for BSIF

Figure 3.6: Confusion Matrix for Handcrafted features Based Models Used On Original
Dataset.

Roc Curve for VGG-16 Roc Curve for RESNet-50 Roc Curve for Inception-v3

Figure 3.7: Roc Curves for CNN Based Models Used On Original Dataset.

Roc Curve for CCT Roc Curve for EANet Roc Curve for SWIN

Figure 3.8: Roc Curves for Transformer Based Models Used On Original Dataset.
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Roc Curve for DCTNET Roc Curve for DLNET Roc Curve for MDFNET

Figure 3.9: Roc Curves for Lightweight neural networks Based Models Used On Oroginal
Dataset.

Roc Curve for LBP Roc Curve for HOG Roc Curve for BSIF

Figure 3.10: Roc Curves for Handcrafted features Based Models Used On Original
Dataset.

46



Experiment 2: performance using the Blured dataset

Upon analyzing the results presented in Table 3.2, our comparative analysis revealed
varied performance among the different models on the Blurred dataset. The EANet
model exhibited lower performance with an accuracy of 86.63%, while Inception-v3 and
Resnet-50 demonstrated moderate performance with accuracies of 93.56% and 94.23%
respectively. In contrast, CCT, VGG16, and Swin Transformers displayed higher accuracy
rates of 98.75%, 98.08%, and 96.35% respectively. Interestingly, the handcrafted features
LBP and HOG outperformed all other models, achieving accuracies of 99%. This superior
performance can be attributed to the simplicity of the images in our dataset, which
facilitated easier processing using traditional feature extraction techniques. It’s worth
noting that the amount of blur added to the dataset was relatively small. Additionally,
the lightweight models achieved a remarkable accuracy of 99%.

The results presented in Table 3.2 provide insights into the performance of various
models on the Blurred dataset across different evaluation metrics. The VGG-16 CNN
model demonstrates reasonably good recall for detecting cyst, normal, stone, and tumor
classes, with recall values of 0.97, 1, 0.99, and 0.96, respectively. Notably, it achieves a
recall of 1 specifically for kidney normal classes, while the CCT model performs well in
detecting cyst and stone classes with recall values of 1 for both. The MDFNet model
exhibits perfect recall for the normal class, and the BSIF handcrafted feature achieves a
recall of 1 specifically for the stone class. Recall values differ among various CNN models
for the remaining classes, with Resnet-50, Inception-v3, EANet, SWIN, LBP, DCTNet,
and DLNet showing varying performance. In terms of precision, VGG16 outperforms
Inception V3 and Resnet50 in the transfer-based approach, with precision values of 1,
0.96, 0.98, and 0.99 for the respective classes. CCT stands out in the transformer-based
approach with superior precision values compared to EANet and SWIN. BSIF exhibits
high precision values in the handcrafted features-based approach, while DLNet surpasses
DCTNet and MDFNet in the lightweight-based approach. F1 scores show that VGG-
16 achieves the highest scores for cyst, normal, stone, and tumor classes, followed by
CCT in the transformer-based approach. HOG demonstrates impressive F1 scores in the
handcrafted feature-based approach, and DCTNet stands out in the lightweight-based
approach. Examining the AUC values in Table 3.2, it is evident that all models perform
well, with high AUC values close to 1 when diagnosing Kidney Cyst, Normal, Stone, and
Tumor categories in the Blurred dataset.
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Table 3.2: The performance measures for all the models on the BLUR dataset

Models Accuracy Class Precision Recall(Sensitivity) F1 Score AUC
Cyst 1 0.97 0.98 0.999

VGG16 98.08% Normal 0.96 1 0.98 0.999
Stone 0.98 0.99 0.99 0.999
Tumor 0.99 0.96 0.98 0.999
Cyst 0.88 1 0.93 0.999

Resnet50 94.23% Normal 0.98 0.91 0.95 0.998
Stone 0.98 0.88 0.93 0.995
Tumor 0.93 1 0.96 0.999
Cyst 0.96 0.94 0.95 0.993

Inception v3 93.56% Normal 0.91 0.91 0.91 0.992
Stone 0.91 0.96 0.93 0.994
Tumor 0.97 0.94 0.95 0.997

Cyst 0.97 1 0.99 0.993
CCT 98.75% Normal 1 0.97 0.99 0.999

Stone 0.99 1 1 0.999
Tumor 0.98 0.98 0.98 0.995
Cyst 0.97 0.89 0.93 0.99

EANet 86.63% Normal 0.95 0.76 0.85 0.988
Stone 0.98 0.91 0.94 0.996
Tumor 0.57 0.95 0.71 0.953
Cyst 0.93 0.99 0.96 0.996

SWIN 96.35% Normal 0.99 0.94 0.97 0.998
Stone 0.97 0.98 0.97 0.999
Tumor 0.96 0.95 0.95 0.995

Cyst 0.98 0.96 0.97 0.979
LBP 99% Normal 0.95 0.97 0.96 0.970

Stone 0.94 0.98 0.96 0.964
Tumor 0.98 0.93 0.96 0.979
Cyst 0.99 0.98 0.99 0.993

HOG 99% Normal 0.98 0.99 0.99 0.989
Stone 0.99 0.99 0.99 0.993
Tumor 1 0.99 1 0.998
Cyst 1 0.98 0.99 0.994

BSIF 98.36% Normal 0.97 0.99 0.98 0.982
Stone 0.98 1 0.99 0.989
Tumor 0.99 0.97 0.98 0.989

Cyst 0.99 0.99 0.99 0.994
DCNet 99% Normal 0.99 1 1 0.996

Stone 1 1 1 0.997
Tumor 1 0.99 1 0.998
Cyst 0.98 1 0.99 0.991

DLNet 99% Normal 1 0.99 1 0.998
Stone 1 0.99 0.99 0.998
Tumor 1 1 1 1
Cyst 1 0.99 0.99 0.996

MDFNet 99% Normal 0.98 1 0.99 0.99
Stone 1 0.99 0.99 0.996
Tumor 1 0.99 0.99 0.996
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Figures 3.11, 3.12 summarizes the training and loss curves, demonstrating the improve-
ment in classification performance of the CNN and Transformer models with increasing
epochs.

Accuracy for VGG-16 Accuracy for RESNet-50 Accuracy for Inception-V3

Figure 3.11: Accuracy curves for CNN Based Models Used On Blured Dataset.

Accuracy for CCT Loss for EANet Loss for SWIN

Figure 3.12: Accuracy and Loss curves for Transformer Based Models Used On Blured
Dataset.

Figures 3.13, 3.14, 3.15, and 3.16 shows the normalized Confusion Matrices for Transfer
and Transformer, Lightweight based models, and Handcrafted consecutively.

Figures 3.17, 3.18, 3.19, 3.20 provides the ROC curves for Transfer, Transformer,
Lightweight based models, and Handcrafted consecutively.
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Confusion Matrix for VGG-
16

Confusion Matrix for
RESNet-50

Confusion Matrix for
Inception-V3

Figure 3.13: Confusion Matrix for CNN Based Models Used On Blured Dataset.

Confusion Matrix for CCT Confusion Matrix for EANet Confusion Matrix for SWIN

Figure 3.14: Confusion Matrix for Transformer Based Models Used On Blured Dataset.

Confusion Matrix for DCT-
Net

Confusion Matrix for DLNet
Confusion Matrix for
MDFNet

Figure 3.15: Confusion Matrix for Lightweight neural networks Based Models Used On
Blured Dataset.
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Confusion Matrix for LBP Confusion Matrix for HOG Confusion Matrix for BSIF

Figure 3.16: Confusion Matrix for Handcrafted features Based Models Used On Blured
Dataset.

Roc Curve for VGG-16 Roc Curve for RESNet-50 Roc Curve for Inception-v3

Figure 3.17: Roc Curves for CNN Based Models Used On Blured Dataset.

Roc Curve for CCT Roc Curve for EANet Roc Curve for SWIN

Figure 3.18: Roc Curves for Transformer Based Models Used On Blured Dataset.
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Roc Curve for DCTNET Roc Curve for DLNET Roc Curve for MDFNET

Figure 3.19: Roc Curves for Lightweight neural networks Based Models Used On Blured
Dataset.

Roc Curve for LBP Roc Curve for HOG Roc Curve for BSIF

Figure 3.20: Roc Curves for Handcrafted features Based Models Used On Blured Dataset.
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Experiment 3: performance using the Illumination Increase dataset

According to the results presented in Table 3.3, our comparative analysis revealed vary-
ing performance among the different models with respect to our illumination increase
dataset. The SWIN and EANet models exhibited lower performance, achieving accura-
cies of 47.88% and 52.5% respectively. Inception-v3, VGG-16, and CCT demonstrated
moderate performance with accuracies of 82.60%, 87.50%, and 88.65% respectively. On
the other hand, the RESNet-50 Transformers displayed a higher accuracy of 90.29%. In-
terestingly, the handcrafted features, namely LBP, HOG, and BSIF, outperformed all
other models with accuracies of 98.26%, 99%, and 99% respectively.

In situations where the illumination of an image increases or decreases, handcrafted
features can still achieve high accuracy. Let’s focus on the scenario where the image
becomes very bright. When we apply a technique called Local Binary Patterns (LBP) to
these bright images, something interesting happens.

LBP calculates binary values based on comparing the intensity of a center pixel with
its neighboring pixels. The resulting binary values describe the patterns present in the
image. Now, because the image has become very bright, the intensity values of the pixels
have increased, including both the center pixel and its neighbors.

However, despite the increase in intensity, the relative differences between the center
pixel and its neighbors remain relatively unchanged. This means that the order of the
neighbors in relation to the center pixel doesn’t change significantly, resulting in similar
binary values as the original image.

The low accuracy achieved by the transformer model can be attributed to the illu-
mination changes introduced in the original dataset. When certain zones of the images
become overly bright and appear predominantly white, it can pose challenges for the
transformer’s attention mechanism.

According to the information presented in Table 3.3, the RESNet-50 CNN model
demonstrates reasonably good recall for detecting cyst, normal, stone, and tumor classes,
with recall values of 0.84, 0.92, 0.99, and 0.89 respectively. The CCT model performs well
in detecting cyst and stone class images, with recall values of 0.78, 0.95, 0.95, and 0.90
for the respective classes. Among the handcrafted features, HOG achieves a recall of 1
specifically for both the normal and stone classes.

When considering precision, RESNet-50 exhibits higher precision values of 0.93, 0.87,
0.85, and 0.97 for the respective classes in the transfer-based approach. CCT stands
out with superior precision values of 0.93, 0.88, 0.89, and 0.85 in the transformer-based
approach. HOG demonstrates high precision values of 1, 0.97, 1, and 1 for the respective
classes in the handcrafted features-based approach. In the lightweight-based approach,
all DCNet, DLNet, and MDFNet achieve high precision.

In terms of F1 scores, RESNet-50 achieves the highest scores among the cyst, normal,
stone, and tumor classes, with values of 0.88, 0.89, 0.92, and 0.92 respectively. CCT
demonstrates strong F1 scores of 0.85, 0.91, 0.92, and 0.88 in the transformer-based
approach. The handcrafted feature-based approaches, including LBP, HOG, and BSIF,
exhibit impressive F1 scores close to 1, as do the lightweight networks.
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Table 3.3: The performance measures for all the models on the ILLUMINATION IN-
CREASE dataset

Models Accuracy Class Precision Recall(Sensitivity) F1 Score AUC
Cyst 0.96 0.82 0.88 0.989

VGG16 87.50% Normal 0.81 0.90 0.85 0.986
Stone 0.78 0.94 0.86 0.981
Tumor 0.94 0.86 0.90 0.991
Cyst 0.93 0.84 0.88 0.983

Resnet 90.29% Normal 0.87 0.92 0.89 0.986
Stone 0.85 0.99 0.92 0.990
Tumor 0.97 0.89 0.92 0.994
Cyst 0.96 0.62 0.75 0.966

Inception v3 82.60% Normal 0.82 0.86 0.84 0.969
Stone 0.55 0.83 0.66 0.926
Tumor 0.70 0.84 0.77 0.963

Cyst 0.93 0.78 0.85 0.955
CCT 88.65% Normal 0.88 0.95 0.91 0.990

Stone 0.89 0.95 0.92 0.987
Tumor 0.85 0.90 0.88 0.971
Cyst 0 0 0 0.591

EANet 52.5% Normal 0.77 0.57 0.65 0.858
Stone 0.77 0.52 0.62 0.841
Tumor 0.57 0.49 0.52 0.741
Cyst 0.60 0.48 0.53 0.798

SWIN 47.88% Normal 0.59 0.56 0.57 0.851
Stone 0.09 0.56 0.16 0.741
Tumor 0.63 0.41 0.49 0.765

Cyst 0.97 0.94 0.96 0.974
LBP 98.26% Normal 0.93 0.99 0.96 0.962

Stone 0.90 0.96 0.93 0.946
Tumor 0.98 0.90 0.94 0.974
Cyst 1 0.97 0.99 0.995

HOG 99% Normal 0.97 1 0.98 0.983
Stone 1 1 1 1
Tumor 1 0.99 1 0.998
Cyst 1 0.99 0.99 0.996

BSIF 99.58% Normal 0.99 0.99 0.99 0.994
Stone 0.98 1 0.99 0.991
Tumor 0.99 0.98 0.99 0.991

Cyst 0.99 1 0.99 0.993
DCNet 99% Normal 0.99 1 0.99 0.992

Stone 1 0.98 0.99 0.996
Tumor 1 1 1 0.999
Cyst 1 0.99 1 0.998

DLNet 99% Normal 0.99 1 0.99 0.992
Stone 1 1 1 0.999
Tumor 1 1 1 0.999
Cyst 1 1 1 0.998

MDFNet 99% Normal 0.97 1 0.98 0.985
Stone 1 1 1 0.999
Tumor 1 0.97 0.98 0.994
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Figures 3.21, 3.22 summarizes the training and loss curves, demonstrating the improve-
ment in classification performance of the CNN and Transformer models with increasing
epochs.

Accuracy for VGG-16 Accuracy for RESNet-50 Accuracy for Inception-V3

Figure 3.21: Accuracy curves for CNN Based Models Used On Illumination Increase
Dataset.

Accuracy for CCT Loss for EANet Loss for SWIN

Figure 3.22: Accuracy and Loss curves for Transformer Based Models Used On Illumina-
tion Increase Dataset.

Figures 3.23, 3.24, 3.25, and 3.26 shows the normalized Confusion Matrices for Transfer
and Transformer, Lightweight based models, and Handcrafted consecutively for illumina-
tion increase dataset.

Figures 3.27, 3.28, 3.29, 3.30 provides the ROC curves for Transfer, Transformer,
Lightweight based models, and Handcrafted consecutively for illumination increase dataset.
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Confusion Matrix for VGG-
16

Confusion Matrix for
RESNet-50

Confusion Matrix for
Inception-V3

Figure 3.23: Confusion Matrix for CNN Based Models Used On Illumination Increase
Dataset.

Confusion Matrix for CCT Confusion Matrix for EANet Confusion Matrix for SWIN

Figure 3.24: Confusion Matrix for Transformer Based Models Used On Illumination In-
crease Dataset.

Confusion Matrix for DCT-
Net

Confusion Matrix for DLNet
Confusion Matrix for
MDFNet

Figure 3.25: Confusion Matrix for Lightweight neural networks Based Models Used On
Illumination Increase Dataset.
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Confusion Matrix for LBP Confusion Matrix for HOG Confusion Matrix for BSIF

Figure 3.26: Confusion Matrix for Handcrafted features Based Models Used On Illumi-
nation Increase Dataset.

Roc Curve for VGG-16 Roc Curve for RESNet-50 Roc Curve for Inception-v3

Figure 3.27: Roc Curves for CNN Based Models Used On Illumination Increase Dataset.

Roc Curve for CCT Roc Curve for EANet Roc Curve for SWIN

Figure 3.28: Roc Curves for Transformer Based Models Used On Illumination Increase
Dataset.
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Roc Curve for DCTNET Roc Curve for DLNET Roc Curve for MDFNET

Figure 3.29: Roc Curves for Lightweight neural networks Based Models Used On Illumi-
nation Increase Dataset.

Roc Curve for LBP Roc Curve for HOG Roc Curve for BSIF

Figure 3.30: Roc Curves for Handcrafted features Based Models Used On Illumination
Increase Dataset.
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Experiment 4: performance using the Occlusion dataset

According to the results presented in Table 3.4, our comparative analysis revealed varying
performance among the different models with respect to our occlusion dataset. The
EANet model exhibited lower performance with an accuracy of 68.94%. Inception-v3 and
RESNet-50 demonstrated moderate performance with accuracies of 72.88% and 81.35%
respectively. On the other hand, VGG-16, CCT, and SWIN displayed higher accuracy of
93.46%, 93.37%, and 91.35% respectively.

Interestingly, the handcrafted features, namely LBP, HOG, and BSIF, outperformed
all other models with accuracies of 95.86%, 99%, and 94.71% respectively. Similarly, the
lightweight models achieved high accuracy with values of 99.03%, 98%, and 99% respec-
tively.

The relatively lower accuracy achieved by the transformer model can be attributed to
the presence of occlusion in the original dataset. The occlusion introduces challenges for
the transformer’s attention mechanism, as it struggles to effectively capture the relevant
information when certain zones of the images are obscured or missing.

According to the information presented in Table 3.4, our analysis reveals varying
performance among the different models with respect to the occlusion dataset. The VGG-
16 CNN model demonstrates reasonably good recall for detecting cyst, normal, stone, and
tumor classes, with recall values of 0.91, 0.96, 0.96, and 0.91, respectively. The CCT model
performs well in detecting cyst and stone class images, with recalls of 0.96 and 0.97, and
also achieves a recall of 0.95 for the normal class and 0.87 for the tumor class.

The lightweight networks exhibit perfect recall, indicating their strong performance in
detecting occluded images. Among the handcrafted features, HOG achieves high recall
values close to 1 for all classes.

When considering precision, VGG-16 exhibits higher precision values of 0.97, 0.94,
0.92, and 0.90 for the respective classes. In the transformer-based approach, CCT stands
out with superior precision values of 0.87, 0.95, 0.96, and 0.95 compared to EANet and
SWIN. HOG demonstrates precision values of 0.99, 0.98, 0.98, and 1 for the respective
classes in the handcrafted features-based approach. In the lightweight-based approach,
all DCTNet, DLNet, and MDFNet achieve high precision.

In terms of F1 scores, VGG-16 achieves the highest scores among the cyst, normal,
stone, and tumor classes, with values of 0.94, 0.95, 0.94, and 0.91, respectively. CCT
demonstrates strong F1 scores of 0.91, 0.95, 0.96, and 0.91 in the transformer-based
approach. The lightweight-based approaches, including DCTNet, DLNet, and MDFNet,
exhibit impressive F1 scores close to 1. Similarly, the handcrafted features also achieve
high F1 scores.

59



Table 3.4: The performance measures for all the models on the OCCLUSION dataset

Models Accuracy Class Precision Recall(Sensitivity) F1 Score AUC
Cyst 0.97 0.91 0.94 0.996

VGG16 93.46% Normal 0.94 0.96 0.95 0.997
Stone 0.92 0.96 0.94 0.995
Tumor 0.90 0.91 0.91 0.989
Cyst 0.94 0.82 0.88 0.988

Resnet 81.35% Normal 0.55 0.95 0.70 0.964
Stone 0.81 0.78 0.79 0.959
Tumor 0.96 0.77 0.85 0.985
Cyst 0.92 0.64 0.75 0961

Inception v3 72.88% Normal 0.88 0.68 077 0.950
Stone 0.56 0.96 0.71 0.968
Tumor 0.55 0.83 0.66 O.950

Cyst 0.87 0.96 0.91 0.978
CCT 93.37% Normal 0.95 0.95 0.95 0.987

Stone 0.96 0.97 0.96 0.993
Tumor 0.95 0.87 0.91 0.977
Cyst 0.93 0.76 0.83 0.968

EANet 68.94% Normal 0.91 0.56 0.70 0.899
Stone 0.92 0.79 0.85 0.979
Tumor 0 0 0 0.814
Cyst 0.95 0.90 0.93 0.992

SWIN 91.35% Normal 0.94 0.90 0.92 0.990
Stone 0.97 0.88 0.92 0.994
Tumor 0.79 1 0.88 0.993

Cyst 0.90 0.91 0.90 0.932
LBP 95.86% Normal 0.87 0.85 0.86 0.910

Stone 0.88 0.89 0.89 0.921
Tumor 0.89 0.89 0.89 0.926
Cyst 0.99 0.99 0.99 0.991

HOG 99% Normal 0.98 0.99 0.99 0.990
Stone 0.98 0.98 0.98 0.989
Tumor 1 0.99 0.99 0.998
Cyst 0.94 0.94 0.94 0.958

BSIF 94.71% Normal 0.95 0.93 0.94 0.962
Stone 0.93 0.97 0.95 0.958
Tumor 0.98 0.95 0.96 0.979

Cyst 1 0.99 0.99 0.996
DCNet 99.03% Normal 0.98 1 0.99 0.987

Stone 0.99 0.99 0.99 0.993
Tumor 1 0.98 0.99 0.997
Cyst 0.99 0.97 0.98 0.990

DLNet 98% Normal 0.97 1 0.98 0.984
Stone 0.98 0.99 0.98 0.986
Tumor 1 0.99 0.99 0.997
Cyst 0.99 0.98 0.98 0.989

MDFNet 99% Normal 0.99 0.99 0.99 0.992
Stone 0.99 1 0.99 0.993
Tumor 1 0.99 0.99 0.996
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Figures 3.31, 3.32 summarizes the training and loss curves, demonstrating the improve-
ment in classification performance of the CNN and Transformer models with increasing
epochs.

Accuracy for VGG-16 Accuracy for RESNet-50 Accuracy for Inception-V3

Figure 3.31: Accuracy curves for CNN Based Models Used On Occlusion Dataset.

Accuracy for CCT Loss for EANet Loss for SWIN

Figure 3.32: Accuracy and Loss curves for Transformer Based Models Used On Occlusion
Dataset.

Figures 3.33, 3.34, 3.35, and 3.36 shows the normalized Confusion Matrices for Transfer
and Transformer, Lightweight based models, and Handcrafted consecutively for occlusion
dataset.

Figures 3.37, 3.38, 3.39, 3.30 provides the ROC curves for Transfer, Transformer,
Lightweight based models, and Handcrafted consecutively for occlusion dataset.
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Confusion Matrix for VGG-
16

Confusion Matrix for
RESNet-50

Confusion Matrix for
Inception-V3

Figure 3.33: Confusion Matrix for CNN Based Models Used On Occlusion Dataset.

Confusion Matrix for CCT Confusion Matrix for EANet Confusion Matrix for SWIN

Figure 3.34: Confusion Matrix for Transformer Based Models Used On Occlusion Dataset.

Confusion Matrix for DCT-
Net

Confusion Matrix for DLNet
Confusion Matrix for
MDFNet

Figure 3.35: Confusion Matrix for Lightweight neural networks Based Models Used On
Occlusion Dataset.
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Confusion Matrix for LBP Confusion Matrix for HOG Confusion Matrix for BSIF

Figure 3.36: Confusion Matrix for Handcrafted features Based Models Used On Occlusion
Dataset.

Roc Curve for VGG-16 Roc Curve for RESNet-50 Roc Curve for Inception-v3

Figure 3.37: Roc Curves for CNN Based Models Used On Occlusion Dataset.

Roc Curve for CCT Roc Curve for EANet Roc Curve for SWIN

Figure 3.38: Roc Curves for Transformer Based Models Used On Occlusion Dataset.
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Roc Curve for DCTNET Roc Curve for DLNET Roc Curve for MDFNET

Figure 3.39: Roc Curves for Lightweight neural networks Based Models Used On Occlu-
sion Dataset.

Roc Curve for LBP Roc Curve for HOG Roc Curve for BSIF

Figure 3.40: Roc Curves for Handcrafted features Based Models Used On Occlusion
Dataset.
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Experiment 5: performance using the Gaussian noise dataset

According to the results presented in Table 3.5, our comparative analysis revealed varying
performance among the different models with respect to our Gaussian dataset. The
EANet and SWIN models exhibited lower performance, achieving accuracies of 54.62%
and 65.29%, respectively. Inception-v3, RESNet-50, and CCT demonstrated moderate
performance with accuracies of 75.67%, 86.63%, and 88.94%, respectively. On the other
hand, VGG-16 displayed a higher accuracy of 94.71%. Interestingly, the handcrafted
features LBP, HOG, and BSIF outperformed all other models, achieving accuracies of
92.69%, 99%, and 99.13%, respectively. Similarly, the lightweight networks (DCTNet,
DLNet, and MDFNet) achieved high accuracies of 99%.

In terms of recall, VGG-16 demonstrated reasonably good performance for detecting
cyst, normal, stone, and tumor classes, with recall values of 0.88, 1, 0.97, and 0.95,
respectively. The CCT model performed well in detecting cyst and stone class images,
with recall values of 0.85 and 0.89, respectively. For the lightweight networks, DCTNet
achieved perfect recall (1) for cyst and tumor classes, indicating its strong performance
in detecting Gaussian images. Among the handcrafted features, LBP, HOG, and BSIF
achieved high recall for all classes.

Considering precision, VGG-16 exhibited higher precision values (0.98, 0.96, 0.88, and
0.97) for the respective classes in the transfer-based approach. CCT stood out in the
transformer-based approach with superior precision values (0.97, 0.87, 0.91, and 0.81).
HOG demonstrated high precision values (0.98, 0.99, 0.99, and 0.99) in the handcrafted
features-based approach. In the lightweight-based approach, all DCNet, DLNet, and
MDFNet achieved high precision.

For the F1 score, VGG-16 achieved the highest scores (0.93, 0.98, 0.92, and 0.96) for
cyst, normal, stone, and tumor classes, respectively. CCT demonstrated strong F1 scores
(0.91, 0.88, 0.90, and 0.87) in the transformer-based approach. The lightweight-based
approaches (DCTNet, DLNet, and MDFNet) and handcrafted features showed impressive
F1 scores close to 1.

65



Table 3.5: The performance measures for all the models on the GAUSSIAN dataset

Models Accuracy Class Precision Recall(Sensitivity) F1 Score AUC
Cyst 0.98 0.88 0.93 0.993

VGG16 94.71% Normal 0.96 1 0.98 0.998
Stone 0.88 0.97 0.92 0.991
Tumor 0.97 0.95 0.96 0.995
Cyst 0.91 0.86 0.88 0.983

Resnet 86.63% Normal 0.85 0.91 0.88 0.980
Stone 0.92 0.78 0.84 0.983
Tumor 0.79 0.95 0.86 0.991
Cyst 0.96 0.62 0.75 0.966

Inception v3 75.67% Normal 0.82 0.86 0.84 0.969
Stone 0.55 0.83 0.66 0.926
Tumor 0.7 0.84 0.77 0.963

Cyst 0.97 0.85 0.91 0.980
CCT 88.94% Normal 0.87 0.89 0.88 0.975

Stone 0.91 0.89 0.90 0.985
Tumor 0.81 0.94 0.87 0.970
Cyst 0.50 0.57 0.53 0.836

EANet 54.62% Normal O.83 0.53 0.65 0.882
Stone 0.40 0.53 0.46 0.794
Tumor 0.46 0.56 0.50 0.819
Cyst 0.58 0.71 0.64 0.891

SWIN 65.29% Normal 0.54 0.82 0.65 0.903
Stone 0.63 0.63 0.63 0.875
Tumor 0.85 0.56 0.68 0.906

Cyst 0.87 0.87 0.87 0.915
LBP 92.69% Normal 0.87 0.73 0.80 0.881

Stone 0.73 0.84 0.78 0.841
Tumor 0.82 0.86 0.84 0.887
Cyst 0.98 0.99 0.98 0.988

HOG 99% Normal 0.99 0.99 0.99 0.995
Stone 0.99 0.98 0.99 0.992
Tumor 0.99 1 0.99 0.995
Cyst 0.99 0.99 0.99 0.996

BSIF 99.13% Normal 0.98 0.99 0.99 0.989
Stone 0.99 1 1 0.996
Tumor 1 0.99 0.99 0.996

Cyst 1 1 1 0.998
DCNet 99% Normal 1 1 0.998

Stone 1 0.99 1 0.998
Tumor 1 1 1 1
Cyst 1 0.99 0.99 0.996

DLNet 99% Normal 0.98 1 0.99 0.998
Stone 1 0.99 0.99 0.996
Tumor 1 0.99 1 0.998
Cyst 0.99 1 0.99 0.995

MDFNet 99% Normal 0.99 1 0.99 0.994
Stone 1 0.98 0.99 0.994
Tumor 1 1 1 1
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Figures 3.41, 3.42 summarizes the training and loss curves, demonstrating the improve-
ment in classification performance of the CNN and Transformer models with increasing
epochs.

Accuracy for VGG-16 Accuracy for RESNet-50 Accuracy for Inception-V3

Figure 3.41: Accuracy curves for CNN Based Models Used On Gaussian Dataset.

Accuracy for CCT Loss for EANet Loss for SWIN

Figure 3.42: Accuracy and Loss curves for Transformer Based Models Used On Gaussian
Dataset.

Figures 3.43, 3.44, 3.45, and 3.46 shows the normalized Confusion Matrices for Transfer
and Transformer, Lightweight based models, and Handcrafted consecutively for gaussian
dataset.

Figures 3.47, 3.48, 3.49, 3.50 provides the ROC curves for Transfer, Transformer,
Lightweight based models, and Handcrafted consecutively for gaussian dataset.
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Confusion Matrix for VGG-
16

Confusion Matrix for
RESNet-50

Confusion Matrix for
Inception-V3

Figure 3.43: Confusion Matrix for CNN Based Models Used On Gaussian Dataset.

Confusion Matrix for CCT Confusion Matrix for EANet Confusion Matrix for SWIN

Figure 3.44: Confusion Matrix for Transformer Based Models Used On Gaussian Dataset.

Confusion Matrix for DCT-
Net

Confusion Matrix for DLNet
Confusion Matrix for
MDFNet

Figure 3.45: Confusion Matrix for Lightweight neural networks Based Models Used On
Gaussian Dataset.
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Confusion Matrix for LBP Confusion Matrix for HOG Confusion Matrix for BSIF

Figure 3.46: Confusion Matrix for Handcrafted features Based Models Used On Gaussian
Dataset.

Roc Curve for VGG-16 Roc Curve for RESNet-50 Roc Curve for Inception-v3

Figure 3.47: Roc Curves for CNN Based Models Used On Gaussian Dataset.

Roc Curve for CCT Roc Curve for EANet Roc Curve for SWIN

Figure 3.48: Roc Curves for Transformer Based Models Used On Gaussian Dataset.
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Roc Curve for DCTNET Roc Curve for DLNET Roc Curve for MDFNET

Figure 3.49: Roc Curves for Lightweight neural networks Based Models Used On Gaussian
Dataset.

Roc Curve for LBP Roc Curve for HOG Roc Curve for BSIF

Figure 3.50: Roc Curves for Handcrafted features Based Models Used On Gaussian
Dataset.
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Experiment 6: performance using the Illumination Decrease dataset

According to the results presented in Table 3.6, our comparative analysis revealed varying
performance among the different models with respect to our illumination decrease dataset.
The Inception-v3 and EANet models exhibited lower performance, achieving accuracies
of 83.65% and 80.58%, respectively. However, VGG-16, RESNet-50, CCT, and SWIN
demonstrated high performance with accuracies of 96.44%, 90.29%, 97.69%, and 95.19%,
respectively. Interestingly, the handcrafted features LBP, HOG, and BSIF outperformed
all other models, achieving accuracies of 98.71%, 99%, and 98.84%, respectively. Simi-
larly, the lightweight networks (DCTNet, DLNet, and MDFNet) achieved a high accuracy
of 99%.

In terms of recall, VGG-16 demonstrated reasonably good performance for detecting
cyst, normal, stone, and tumor classes, with recall values of 0.93, 0.95, 0.99, and 1,
respectively. The CCT model performed well in detecting cyst and stone class images,
with recall values of 0.99 and 0.98, respectively. For the lightweight networks, DCTNet
achieved perfect recall (1) for cyst and tumor classes, indicating its strong performance
in detecting images with decreased illumination. Among the handcrafted features, LBP,
HOG, and BSIF achieved high recall for all classes.

Considering precision, VGG-16 exhibited higher precision values (1, 0.99, 0.93, and
0.94) for the respective classes in the transfer-based approach. CCT stood out in the
transformer-based approach with superior precision values (0.96, 0.96, 0.98, and 1) com-
pared to EANet and SWIN. HOG demonstrated precision values of 1 for all respective
classes in the handcrafted features-based approach. In the lightweight-based approach,
all DCNet, DLNet, and MDFNet achieved high precision.

For the F1 score, VGG-16 achieved the highest scores (0.96, 0.97, 0.96, and 0.96) for
cyst, normal, stone, and tumor classes, respectively. CCT demonstrated strong F1 scores
(0.98, 0.97, 0.96, and 1) in the transformer-based approach. The lightweight-based ap-
proaches (DCTNet, DLNet, and MDFNet) and handcrafted features showed impressive
F1 scores close to 1.

The same explanation applies as in the case of the illumination increase dataset
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Table 3.6: The performance measures for all the models on the ILLUMINATION DE-
CREASE dataset

Models Accuracy Class Precision Recall(Sensitivity) F1 Score AUC
Cyst 1 0.93 0.96 0.997

VGG16 96.44% Normal 0.99 0.95 0.97 0.997
Stone 0.93 0.99 0.96 0.999
Tumor 0.94 1 0.97 0.998
Cyst 0.97 0.81 0.88 0.991

Resnet 90.29% Normal 0.97 0.97 0.92 0.993
Stone 0.85 0.92 0.89 0.988
Tumor 0.92 0.93 0.93 0.984
Cyst 0.90 0.82 0.86 0.979

Inception v3 83.65% Normal 0.92 0.78 0.84 0.974
Stone 0.75 0.90 0.82 0.971
Tumor 0.78 0.88 0.83 0.972

Cyst 0.96 0.99 0.98 0.996
CCT 97.69% Normal 0.96 0.98 0.97 0.994

Stone 0.98 0.94 0.96 0.993
Tumor 1 1 1 1
Cyst 0.38 0.98 0.54 0.965

EANet 80.58% Normal 0.92 0.76 0.83 0.979
Stone 0.92 0.66 0.77 0.955
Tumor 1 1 1 1
Cyst 0.95 0.95 0.95 0.996

SWIN 95.19% Normal 0.93 0.94 0.94 0.995
Stone 0.92 0.92 0.92 0.986
Tumor 1 1 1 1

Cyst 0.97 0.92 0.95 0.972
LBP 98.71% Normal 0.97 0.97 0.97 0.979

Stone 0.93 0.98 0.95 0.959
Tumor 1 1 1 1
Cyst 1 1 1 0.997

HOG 99% Normal 1 1 1 0.997
Stone 1 1 1 0.999
Tumor 1 1 1 1
Cyst 0.99 0.99 0.99 0.995

BSIF 98.84% Normal 0.98 0.98 0.98 0.986
Stone 0.98 0.98 0.98 0.987
Tumor 1 1 1 1

Cyst 0.98 1 0.99 0.992
DCNet 99.32% Normal 0.99 0.99 0.99 0.992

Stone 1 0.98 0.99 0.996
Tumor 1 1 1 1
Cyst 0.96 1 0.98 0.979

DLNet 99% Normal 1 0.98 0.99 0.993
Stone 1 0.98 0.99 0.997
Tumor 1 1 1 0.999
Cyst 0.98 1 0.99 0.992

MDFNet 99% Normal 0.98 0.98 0.98 0.988
Stone 1 0.99 0.99 0.998
Tumor 1 1 1 0.997
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Figures 3.51, 3.52 summarizes the training and loss curves, demonstrating the improve-
ment in classification performance of the CNN and Transformer models with increasing
epochs.

Accuracy for VGG-16 Accuracy for RESNet-50 Accuracy for Inception-V3

Figure 3.51: Accuracy curves for CNN Based Models Used On Illumination Decrease
Dataset.

Accuracy for CCT Loss for EANet Loss for SWIN

Figure 3.52: Accuracy and Loss curves for Transformer Based Models Used On Illumina-
tion Decrease Dataset.

Figures 3.53, 3.54, 3.55, and 3.56 shows the normalized Confusion Matrices for Transfer
and Transformer, Lightweight based models, and Handcrafted consecutively for illumina-
tion decrease dataset. Figures 3.57, 3.58, 3.59, 3.60 provides the ROC curves for Transfer,
Transformer, Lightweight based models, and Handcrafted consecutively for illumination
decrease dataset.
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Confusion Matrix for VGG-
16

Confusion Matrix for
RESNet-50

Confusion Matrix for
Inception-V3

Figure 3.53: Confusion Matrix for CNN Based Models Used On Illumination Decrease
Dataset.

Confusion Matrix for CCT Confusion Matrix for EANet Confusion Matrix for SWIN

Figure 3.54: Confusion Matrix for Transformer Based Models Used On Illumination De-
crease Dataset.

Confusion Matrix for DTC-
Net

Confusion Matrix for DLNet
Confusion Matrix for
MDFNet

Figure 3.55: Confusion Matrix for Lightweight neural networks Based Models Used On
Illumination Decrease Dataset.
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Confusion Matrix for LBP Confusion Matrix for HOG Confusion Matrix for BSIF

Figure 3.56: Confusion Matrix for Handcrafted features Based Models Used On Illumi-
nation Decrease Dataset.

Roc Curve for VGG-16 Roc Curve for RESNet-50 Roc Curve for Inception-v3

Figure 3.57: Roc Curves for CNN Based Models Used On Illumination Decrease Dataset.

Roc Curve for CCT Roc Curve for EANet Roc Curve for SWIN

Figure 3.58: Roc Curves for Transformer Based Models Used On Illumination Decrease
Dataset.
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Roc Curve for DCTNET Roc Curve for DLNET Roc Curve for MDFNET

Figure 3.59: Roc Curves for Lightweight neural networks Based Models Used On Illumi-
nation Decrease Dataset.

Roc Curve for LBP Roc Curve for HOG Roc Curve for BSIF

Figure 3.60: Roc Curves for Handcrafted features Based Models Used On Illumination
Decrease Dataset.
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3.3 Conclusion

In this chapter, we have extensively showcased the outcomes of our analysis using var-
ious models, namely convolutional neural networks (CNN), handcrafted features, and
lightweight neural networks. To assess the performance of each model, we employed mul-
tiple evaluation metrics, including accuracy and loss curves, confusion matrix, and ROC
curves.

The accuracy and loss curves provide a visual representation of how well the models
performed over iterations of training and validation. By analyzing these curves, we gain
insights into the convergence and stability of the models, allowing us to make informed
judgments about their efficacy.

Additionally, the confusion matrix helps us understand the classification performance
of the models by providing a detailed breakdown of true positives, true negatives, false
positives, and false negatives.

Furthermore, the ROC (Receiver Operating Characteristic) curves allow us to analyze
the trade-off between true positive rate and false positive rate for various classification
thresholds.

Throughout the chapter, we thoroughly discussed the results obtained from each
model, considering their strengths, weaknesses, and implications in the context of kid-
ney disease analysis.
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Conclusion

In this research, we utilized the ”CT KIDNEY DATASET: Normal-Cyst-Tumor and
Stone” dataset. To enhance our analysis, we applied modifications to the original im-
ages, resulting in new datasets that incorporated various transformations. These trans-
formations included blurring, Gaussian noise, changes in illumination (both increase and
decrease), and occlusion.

Our study involved the development of twelve models, each serving a specific pur-
pose. Among these models, three were based on recent state-of-the-art variants of Vision
transformers (EANet, CCT, and Swin transformers), three were CNN models (Resnet,
Vgg16, and Inception v3), three employed handcrafted features (LBP, HOG, and BSIF),
and three were lightweight neural networks (DLNet, MDFNet, and DCTNet).

Upon comparing the performance of these models, we observed interesting outcomes.
In the original dataset, the BSIF handcrafted features exhibited superior accuracy, achiev-
ing an impressive accuracy of 99.51%. In the BLUR dataset, the lightweight neural net-
works outperformed all other models, achieving an accuracy of 99%.

However, in the ILLUMINATION INCREASE dataset, we noted a decline in classifi-
cation results when using Vision transformers models (EANet and SWIN). Conversely, in
the OCCLUSION dataset, the lightweight neural networks surpassed all other models in
terms of accuracy. In the GAUSSIAN dataset, the lightweight neural networks once again
outperformed all other models, achieving an accuracy of 99%. Similarly, in the ILLUMI-
NATION DECREASE dataset, the lightweight neural networks demonstrated superior
accuracy.

Considering the outstanding accuracy achieved by our model, we believe it can play a
vital role in the detection of kidney tumors, cysts, and stones. This has the potential to
alleviate the pain and suffering experienced by patients.

Overall, our research highlights the effectiveness of different models and transforma-
tions in the analysis of kidney diseases, providing valuable insights for future advancements
in the field.
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Table 3.7: CNN Accuracy.

Model VGG-16 RESNet-50 Inception-v3
Accuracy 87.50% 90.29% 82.60%

Table 3.8: Transformers Accuracy.

Model CCT EANet SWIN
Accuracy 88.65% 52.5% 47.88%

Table 3.9: Handcrafted Accuracy.

Model LBP HOG BSIF
Accuracy 98.26% 99% 99.58%

79



Table 3.10: Lightweight Accuracy.

Model DLNet DCTNet MDFNet
Accuracy 99% 99% 99%
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Kidney cysts, tumors, and stones pose significant health risks to individuals, poten-
tially leading to kidney failure if not effectively managed. However, the shortage of
nephrologists and kidney specialists globally presents a significant challenge in provid-
ing timely and accurate diagnoses.

In this research, we aim to address this challenge by leveraging artificial intelligence
(AI) techniques for the detection of kidney cysts, tumors, stones, and normal conditions
this was based on early research that made a comparative study between cnn models and
transformer variants. To expand that research Our study encompasses an invistigation
involving diverse models, including CNN models, transformer variants, lightweight neural
networks, and handcrafted features. We evaluate these models on a dataset of 12,446
unique images extracted from abdominal CT scans. To enhance the comprehensiveness of
our investigation, we introduce several modifications to the original dataset, incorporating
Gaussian noise, blur, illumination variations (both increase and decrease), and occlusion.
These modifications aim to simulate real-world conditions and imaging artifacts, providing
a more realistic and challenging dataset for evaluation purposes.

Upon comparing the performance of these models, we observed interesting outcomes.
In the original dataset, the BSIF handcrafted features exhibited superior accuracy, achiev-
ing an impressive accuracy of 99.51%. In the BLUR dataset, the lightweight neural net-
works outperformed all other models, achieving an accuracy of 99%. However, in the
ILLUMINATION INCREASE dataset, we noted a decline in classifi-cation results when
using Vision transformers models (EANet and SWIN). Conversely, in the OCCLUSION
dataset, the lightweight neural networks surpassed all other models in terms of accuracy.
In the GAUSSIAN dataset, the lightweight neural networks once again outperformed all
other models, achieving an accuracy of 99%. Similarly, in the ILLUMI- NATION DE-
CREASE dataset, the lightweight neural networks demonstrated superior accuracy.
key Words:
Deep Learning, Computer Vision, CNN(Convolutional Neural Network), Vision Trans-
formers, Handcrafted features, Lightweight neural networks

Les kystes, les tumeurs et les calculs rénaux présentent des risques importants pour
la santé des individus, pouvant entrâıner une insuffisance rénale s’ils ne sont pas diagnos-
tiqués et gérés efficacement. Cependant, la pénurie de néphrologues et de spécialistes des
reins à l’échelle mondiale constitue un défi majeur pour des diagnostics précis et rapides.

Dans le cadre de cette recherche, nous visons à relever ce défi en exploitant des tech-
niques d’intelligence artificielle (IA) pour la détection des kystes rénaux, des tumeurs, des
calculs et des conditions normales. Cette étude s’appuie sur des recherches antérieures
ayant réalisé une étude comparative entre les modèles CNN et les variantes des trans-
formateurs. Pour étendre cette recherche, notre étude englobe une investigation portant
sur divers modèles, notamment des modèles CNN, des variantes de transformateurs, des
réseaux neuronaux légers et des caractéristiques artisanales. Nous évaluons ces modèles
sur un ensemble de données comprenant 12 446 images uniques extraites de scanners ab-
dominaux CT. Afin d’améliorer la qualité et l’exhaustivité de notre investigation, nous
introduisons plusieurs modifications dans l’ensemble de données d’origine, en incorporant
du bruit gaussien, du flou, des variations d’éclairage (augmentation et diminution) et
de l’occlusion. Ces modifications visent à simuler des conditions réelles et des artefacts
d’imagerie, fournissant ainsi un ensemble de données plus réaliste et plus difficile à évaluer.

En comparant les performances de ces modèles, nous avons observé des résultats
intéressants. Dans l’ensemble de données d’origine, les caractéristiques artisanales BSIF
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ont affiché une précision supérieure, atteignant une impressionnante précision de 99,51
%. Dans l’ensemble de données flou, les réseaux neuronaux légers ont surpassé tous les
autres modèles, atteignant une précision de 99 % Cependant, dans l’ensemble de données
d’augmentation d’éclairage, nous avons constaté une baisse des résultats de classification
lors de l’utilisation des modèles de transformateurs de vision (EANet et SWIN). En re-
vanche, dans l’ensemble de données d’occlusion, les réseaux neuronaux légers ont surpassé
tous les autres modèles en termes de
Mots-clés:
Apprentissage profond, Vision par ordinateur, CNN (Réseau de neurones convolutifs),
Transformers de vision, Caractéristiques artisanales, Réseaux neuronaux légers.
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