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Abstract. We investigate the problem of handling of failingegies involving
fuzzy predicates. We propose an approach thatdgesrdata distribution of the
target database. It consists in two steps: i) Queapslation that aims at
translating the failing fuzzy query into a crispegy by means of a particular
semantic distance between sets; ii) Query relanatichich consists in
expanding the translated query criteria with similalues. To rank-order the
approximate query results, a method is proposed
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1 Introduction

The practical need for endowing intelligent infotioa systems with the ability to
exhibit cooperative behavior has been recognizecesihe early' 90s. The most well-
known problem approached in this field is flading query problemusers' queries
return anempty set of answerSeveral approaches have been proposed to démal wit
this issue, see [9] for an overview. Most of theaty on the relaxation paradigm that
aims at expanding the scope of a query searchingafswers that are in the
neighborhood of the original user's query.

On the other hand, relying dtexible (or fuzzy) querie§.e., queries that could
contain fuzzy constraints) has the main advantdggdiminishing the risk of empty
answers. Indeed, fuzzy queries express preferemodsretrieve elements that are
more or less satisfactory rather than necessatégli However, it still may happen
that the database does not have any element ttisfiesa even partially, the fuzzy
criteria formulated by the user. Only few works édeen done for dealing with this
problem in the fuzzy database querying [2][4][18][1They mainly aim at relaxing
the fuzzy requirements involved in the failing queRQuery relaxationcan be
achieved by applying an appropriate transformatiogradual predicates of a failing
query. Such a transformation aims at modifying egipredicate into an enlarged
one bywidening its support Recently, other kind of approaches which aretbam
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leveraging a past query workload (log of past upsries) have been proposed in
[3][13]. The principle consists in replacing thelifay query by the most similar one
among the queries of the workload. All the appreaotan be viewed as query-driven
methods, i.e., they primarily operate on the failguery.

In this paper, we propose an approach for dealittig failing flexible conjunctive
queries that leverages data distribution of thgatadatabase. It constitutes another
direction to address the problem in a flexible eatitthe idea is somewhat close to
the principle of similarity search. Instead of sefey the failing initial query, we first
look for the values in the database that are mdkinctose to the fuzzy predicates
specified in that query and then we explore thegm@brhoods of such values.
Informally speaking, the approach proceeds in tteps i) Query translation that
aims at translating the failing fuzzy query intdcaisp) point query by means of a
particular semantic distance measure between &gtQuery relaxation which
consists in expanding the translated query critefth similar values. To rank-order
the query results, a ranking method is proposed.

The paper is structured as follows. Some basionstare introduced in section 2.
In section 3, we review some related work. Sectloprovides an overview of the
approach proposed. Section 5 discusses the ralaxati both categorical and
numerical query conditions. Section 6 describesiarygresults ranking method by
learning attribute importance weights. In sectiorw@ conclude and outline some
future works.

2 Basic Notions

2.1 Flexible Queries

Flexible queries [6] are requests in which useré&fgrences can be expressed. Here,
the fuzzy sets framework is used as a tool for etpp the expression of
preferences. The user does not specify crisp dondit(Boolean predicates), but
fuzzy ones (which correspond to fuzzy predicateshsasYoung Tall or Cheap
whose satisfaction may be regarded as a mattglegfee As a consequence, the
result of a query is no longer a flat set of eletadmut isa set of discriminated
elements according to their global satisfactiorthef fuzzy constraints appearing in
the query.

Satisfaction Satisfaction
degree degree
1 1
0.6 0.6
0 25 31 4C  Age 3 4.2 5 Salary (k€)

Fig. 1. Fuzzy predicate¥oung= (0, 25, 0, 15)andWell-paid = (5, +7, 2, 0)

81



An elementary fuzzy predicafecan be modeled as a functippfrom a domairl to
the unit interval. The degree (u) represents the extent to which elemesatisfies
the vague predicate (or equivalently the extent to whiahbelongs to the fuzzy set
of objects which match the fuzzy concéjt Here, we use trapezoidal membership
functions (t.m.f.) that can be encoded by a quddtp, B, a, b)where [A, B] (resp.
[A-a, B+b]) represents the core (resp. the suppdrB. A typical example of a fuzzy
query is: "retrieve the employees which g@ingandWell-paid", see Figure 1.

2.2 Semantic Distance

We introduce here a particular semantic distandevden fuzzy (or crisp) sets. It
relies on théHausdorff distanceneasurevhose principle is reviewed hereafter.

2.2.1 Crisp SetsConsider two subsetd and B of a spaceU (equipped with a
metric). The most popular scalar extension of distabetweerA and B is the
Hausdorff distancelefined as [7][11]:

du(A, B) = max {H(A, B), H(B, A)}, 1)

whereH(A, B) stands for thelirected Hausdorff distanceom A to B. We haveH(A,
B) = Sup d(u, B)andd(u, B) = Inf d(u, v) The expressiod(u, v)stands for a
standard distance (such as Euclidean distancejnifar(1) can be written in the
following condensed form:

du(A, B) = max {supx inf,s d(u, v), sups infym, d(u, v)} 2)

The idea that governs this distance is the follgwior each element iA look for the
closest element iB, then check for the element A for which the distance to the
closest element 8 is maximal. The same is done exchangB@nd A and the
longestdistance of the two component is kept. Intuitivélyhe Hausdorff distance is
J, then every point oA must be within a distana®of some point oB and vice versa.

Example 1.LetA = [a3, &] andB = [by, by] be two regular intervals and kfu, v) =
[u —v|. Then, it easy to check tha{(A, B) = max(|a — by, [a; —b,|). ¢

2.2.2 Fuzzy SetsThe Hausdorff distance between fuzzy sets caritherduzzy or
scalar. Hereafter, we only focus on the scalarieerg-or the fuzzy evaluation, more
details are available in [11]. Here, we use theinitedn proposed in [7]. This
definition is more general and is valid in the casewo fuzzy sets with unequal
maximum memberships. In the following, we considely fuzzy sets with the same
supremum.

Let F andG be two discrete fuzzy sets. L&t= {t;, t, ..., 1} the set of all the
distinct membership values &f andG. The Hausdorff distance betweErandG is
defined by the following expression:

> mtidh (Fy Gy )

Zin;lti

di (F.c)=

3
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where k (resp. G) stands for the-tevel cut of F (resp.G). dﬁ (F ,G) can be seen as
a membership-weighted average of the crisp Haukdmfances between the level
sets of the two fuzzy sets.

Example 2.LetU ={1, 2, 3, 4, 5, 6, 7pe a universe of discourse. Let alandG
be two discrete fuzzy sets thdefined as followsE = {0.7/1, 0.2/2, 0.6/4, 0.5/5, 1/6}
andG = {0.2/1, 0.6/4, 0.8/5, 1/7P0ne can see that= {0.2, 0.5, 0.6, 0.7, 0.8, 1}

Table 1. The Hausdorff distance between theeuts ofF andG

a; Ful Gul H(Fuly Gul) H(Gu|| Fa‘) dH(Fuly Gul)
0.2 {1,2,4,5,6} {1,4,5,7} 1 1 1
0.5 {1, 4,5, 6} (4,5, 7} 3 1 3
0.6 {1, 4, 6} 14,5, 7} 3 1 3
0.7 {1, 6} {5, 7} 4 1 4
0.8 {6} {5, 7} 1 1 1

1 {6} {7} 1 1 1

By formula (3), and using Table 1, we get
d3(F.G) =(0.2/1+05/8+0.6/B+0.7/A+0.8/A+1/1)/3.8/72.13
In case of continuous fuzzy sets, formula (3) iglified in the following form [7]:

1

tdy (R, t
dﬁ(F,G)=J.° H(F G jltdt=2ﬁth(Ft,Gt)dt (@)
0

Example 3 Let nowU represent the numeric universe of discourse ofvdr@able
"age' of a person. Let als& = "about thirty’ and G = "between_26_and_28wo
fuzzy sets on U defined by the following twen.f: F = (30, 30, 3, 3)andG = (26,
28, 1, 1).0ne can observe thkt, = [3a + 27, 33-3ad] andG,=[a + 25, 29-4].
Then, Applying formula (4), we get

d? (F,G) = 2[itmaq(t+25)- (3t +27)[(29-1)-(33-3)[t =7/2 N

It has been pointed out in [7] that expression({8%p. (4)) is a metric and reduces to
the classical Hausdorff distance when sets arp.cris

3 Related Work

Several Works have been proposed to deal with thygtye answers problem. Such
works can be found in both domains of databasesrdormation retrieval, including
web search. Due to space limitation, we only previtere a review on some
approaches proposed in the database fuzzy querygimegxt. See [9][4][16][14] for an
overview of the approaches suggested in the crispi€s context.

In the fuzzy querying setting, approaches can lessified into two main
categories and are mainly query-driven. The finse s based on the relaxation

1 An a-levet cut of the fuzzy set F is defined asqWw, pe(u) = a}.
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paradigm. Query relaxation aims at expanding tfepesmf a query searching and
consists in modifying some query conditions by mgitey them or just eliminating
some of them. Andreasen and Pivert [2] have prapaseapproach where the basic
modification used relies on a particupansivdinguistic modifier This approach is
merely a technical operation, lacking of any seimsantMoreover, it provides no
intrinsic semantic limitsfor controlling the relaxation process and fadsdieal with
classical crisp queries. In [5][4] a relaxation heat is proposed that makes use of a
parameterized proximity relation. Given a fuzzydicate P, the idea is to compute
the set of predicates that are close to P in theesef the proximity relation defined
on the domain of P. Even, if this method is endowatth a clear semantics, it can
lead to a combinatory explosion induced by thexatian of the predicates from a
conjunctive query. To know whether these relaxeérigs provide a non-empty
answer, one has to evaluate them. In [18], the casticonsider flexible queries
addressed to data summaries and propose a metked ba a specified distance to
repair failing queries. If no summary fits a qu€yalternative queries are generated
by modifying one or several fuzzy labels involved @. This requires apre-
established ordeover the considered attributes domains since @ lalreplaced by
the closest one. The resulting queries are ordacedrding to their closeness to the
original one (measured by the specified distarfeeg also the work done in [10].

The second category is based on leveraging a pasty gworkload (i.e., a
collection of queries that have been executed erdd#tabase system in the past and
have produced non-empty answers). The principlesistin replacing the failing
query by the most similar (semantically speakinge @among the queries of the
workload. To compute the proximity between quergsneasure of substitution is
suggested in [3] which assumes the availability sésemblance relation over every
attribute domain involved in the target database. alternative proximity query
measure is studied in [13]. It relies on a particdistance between sets, called the
Hausdorff distance. Only attributes with domainsl@med with a metric have been
considered in this work.

Our work is inspired from [1] and [17] for compugirthe importance weights for
each specified attribute and for deriving the smity coefficients between two
(categorical or numerical) values. In [1], an austio ranking method based on
Information Retrieval (IR) techniques for the emptyswers problem is proposed.
The importance scores of tuples are extracted usingrkload and a data analysis.
In [17], a system called AIMQ is proposed to addrése problem of answering
imprecise queries over Web databases. It learmibwt importance and values
similarity measures from the database. It can delgrmine the attribute importance
sequence (without the specific weights). This resuinvariant for the different user
queries. See also [12] for the incremental veridrAIMQ, called IQPI. Let us
mention the work done in [15] that uses, in a simivay as above, data and query
workload statistics for relaxing crisp queries nder to provide approximate answers
to the user.

Our approach differs from that in [2][3][4][5][13]n leveraging only data
distribution for relaxing failing queries, and froph][17][15] in focusing on fuzzy
queries.
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4 Overview of the Approach

Let us first state the problem of interest. Assuha @ is a (Web) regular database
with categorical and numerical attributds= {A,, ..., A} andD(A) represents the
domain of values of attribut® in the databas®. Let alsoQ = P; [7... 7P, (k < m)
be a conjunctive flexible query where the symldlstands for the connectéand'
and is interpreted by thmin' operator. Let’, be the set of answers @over®. The
setJq contains the items of the database that sasisfiyewhathe fuzzy requirements
involved inQ, i.e., each item has a strict positive satisfactlegree.

Definition. We say thaQ is a failing query it = /7.

This means that no data in the database somewtisftesaall of the fuzzy conditions

involved inQ. In the literature, this problem is known as Hrapty Answers Problem
Let us assume th& is a failing user query. To deal with this probjeame way is

to provide approximate answers to the user. To ¢hid, we propose a data-driven

approach that leverages the data distribution efténget database. It consists in a

two-step procedure (see Figure 2):

- Query Similarity
Failing Translator Estimator DBMS
Flexible
Query Q Crisp Query Relaxed Query Processing | [T v
—— Q —p»! —> and
Ranking z2z
- 2% 1
Semantic 5398
distance @3 x
g8 a
O 0]
Database

Fig.2. Architecture of the approach

Step 1: Query Translation. It aims at translatiQginto a (crisp) point query of the
form:

Qtzvlﬂ...DVk,
wherev; /7 D(A). For eachP;, i = 1, ..., k,pertaining to attributéy, we look for the
point v /7 D(A) that is maximally close, semantically speaking,the fuzzy set
modellingP,. To do so, we assess the semantic distance betiheesetE; and P
where the t.m.f. oE; is given by(v;, v, 0, 0)(resp.{1/ v;}) if P; is a numerical (resp.
categorical) attribute. This can be achieved by mating the Hausdorff distance
betweerE; andP; (discussed in Section 2.2).

Example 4 To illustrate this step, consider a relatiBMP(Name, Age, Salary)
describing employees of a company, whose extensigiven in Table 2. Consider
also the query = "find employees who are young and earn arou8ck$" Q can
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simply write Q = (Age = Young)// (Salary = Around_38)where Young and
Around_38are fuzzy sets represented respectively by thé. (@.25, 0, 10)and(38,
38, 2, 2) One can observe that Q returns an empty answen elaluating over
relation EMP of Table 2.

Now according to step 1 and using the Hausdorffadise between eadhge.value
(resp.Salary.valug¢ andYoung(resp.Around_38, Q is rewritten inQ, = (Age = 38)//
(Salary = 35). .

Table 2. Extension of Relation EMP

Name | Age S(a:(lg)ry Hyoung(U) Haround 38(V)

Dupont 48 45 0 0
Martin 46 42
Durant 42 35
Dubois 38 28
Lorant 40 30

o|lo|o|©
o|lo|o|©

Now according to step 1 and using the Hausdorffadise between eacdhge.value
(resp.Salary.valug¢ andYoung(resp.Around_38, Q is rewritten inQ, = (Age = 38)//
(Salary = 35). .

RemarkIf there are several valugg®, ..., '} from D(A) that are maximally close to
P, we translate the fuzzy query conditi@h is B) into (A F{v}, ..., ¥}).

Step 2:Query Relaxation. We rewritg, under the form
= C]_U UCk

whereC; = (A, = v;)) fori = 1,..., k Then, for each conditio@; in Q, we extract
values of its corresponding attribute Baving similarity factor above some user-
defined sub-thresholl. Then, we add those values into the rang€; ot hus, we get

a relaxed version of;, denoted byéi . A relaxed version, denoted t@t of the
query Qis then built by joining all the relaxed conditméi .

Full details about the above two steps will be pted in the next sections.

5 Query Relaxation

The idea of query relaxation advocated consistexipanding the translated query
criteria with similar values. So, we need to meastite similarity between the
different pairs of values.

5.1 Relaxation of Categorical Query Conditions

We present an approach for measuring the similamdgx between two categorical
attribute values. This approach is borrowed from].[TThe similarity between two
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values binding a categorical attribute is measwaedthe percentage of common
Attribute-Value pairs(AV-pairs) that are associated to them. Considersed car
selling Web databagearDB(Make, Model, Price, Color, YeaBach tuple irCarDB
represents a used car for a sale. For instaMede = Fordis AV-pair over the
database CarDB.
- Each AV-pair is considered as a selection querysardmmitted to (a sample
of) the database, separately.
- The result of running each query is a set of tupMsch is called a
supertuple (ST)
- The supertuple contains a bag of keywords for edttbute in the relation
not bound by the AV-pair.
For example, Table 3 shows the supertuples of Mgair "Make = Toyotd and
"Make = Ford' over the databag@arDB.

Table 3.The supertuples obtained from running

(a) the query "Make = Toyota".

Model Camry: 3, Corolla: 4

Price 10k-15k: 4 , 15k-20k: 3
Color Blue: 1, Black: 3, White : 3
Year 2005: 2, 2006: 3, 2007 : 2

(b) the query "Make = Ford"

Model Focus: 2, F150: 3

Price 10k-15k: 3, 15k-20k: 2
Color Blue: 2, Red: 2, White : 1
Year 2005: 1, 2006: 4

The values within the supertuple of Table 3-(ajdate that there are totalirecords
in the database havinyylake = Toyota. .

The similarity between two attribute values (AV433iis measured as the
similarity shown by their supertuples. This lattermeasured by using thkaccard
coefficient. LetST, andST, be two supertuples witim attributes ana is i" attribute,
we have

VSIn(ST %) =) " J(SEA ShA),
where J(.,.) stands for the Jaccard Coefficient and is compusd(A, B) =
[ANBO[ABL Consider for instance the attributelake', if we want to measure
the similarity between the valu@dyotd and the valueFord". First, we compute the
supertupleST; (resp.ST) resulting from the queryMake = Toyota (resp. 'Make =
Ford)" (See Table 3). Then, we compM&im(ST, ST,) = (20)/(47) + (Z8)/(47) +
(2[1)/(310) + (13)/(48) = 0.542 So,VSim(Toyota, Ford¥ VSim(ST, ST) = 0.54.

2 Here, we usdaccard Coefficienwith bag semantics to determine the similaritynmen two
supertuples, see [17].
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Now if needed, one can normalize the above sinylameasure by using for instance
the arithmetic mean, i.e\/Sin{ST; ST,) = lZinilJ(STl A STA).
m Ledi =

5.2 Relaxation of Numerical Attribute Values

To estimate the similarity coefficient between & pédifferent numerical values, we
use an approach which is inspired from [8][1]. Y4et,.., &} be the values of
numerical attributeA occurring in the database. Then the similarity fiicient
VSim(a, vetween the two valuesandv can be defined by the following equation

VSim(v, a) = 1 /(1 + ((a — v)/R)
whereh is the bandwidth parameter. A popular estimationtifie bandwidth i1 =
1.060n*® wheregis the standard deviation {dj, ....., @}, see [1] for more details.
Let A be a given similarity threshold, andthe numerical value specified by the

query. Then, one can observe that the values tnag Bimilarity degree (abové
with v are restricted by the following interval:

1(v,A)= v hJ@=2) 7 A W+ hJa=A)7 7]

Input: Q ={Cy, ...,C} withC = (A =v) fori=1k
Sub-threshold§/, ..., A}

1. (i =0;i:=1;

2. whilei =skdo

3. begin

5. éi =C;;

6. if A is numerical attributéhen

7 replace the range (fti with [(v;, A);
8. if A is categorical attributthen

9. For ain D(A) do

10. IfVSim(y, a) = VSIm(ST(Y, ST(a)) >A; then
11. adda into the range of
12. endif

13 endif

14 Q= Q0CG

15. i=i+1;

16. end

Output: the query relaxatiorét = 61 O... Dﬁk

Algorithm 1. Query relaxation (wher8T(v)is thesupertupleassociated with the valwg.
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5.3 Query Rewriting

Let us assume that the sub-threshaldi = 1, k) for each specified attribute @ is
given by the user. The principle of the query rataoon algorithm (see Algorithm 1) is

to replace each conditiofy = (A; = v;) involved inQ, by its relaxed variantéi , as
explained in Sections 5.1 and 5.2.

Remark.If the relaxed queryﬁt, resulting from Algorithm 1 still returns an empty

answer set, one can re-execute Algorithm 1 by asgigother appropriate values to
the sub-threshold;.

Note that for large-scale databases, the evaluafighe relaxed query may result in
too many relevant answer items. So, it is extrentdgirable to rank such query
results according to their relevance. This is whatwill discuss in the next section.

6 Results Ranking Strategy

One factor that can affect query results rankinghes attribute importance weights
(since attribute importance of the same attribgtaugually different for users). It
would then be interesting to automatically leararsimportance weights. Approaches
for estimating attribute importance can be dividetb two classes [17]: (idata
driven where the attribute importance is identified usihg data distribution of the
database; (iiguery drivenwhere the importance of an attribute is determipgdhe
frequency with which it appears in user queries. tB@ last technique requires a
database workload (log of past user queries) wbictstrains its use for new systems.
In the following, we use the first technique torlegéhe importance of each attribute
by leveraging the distribution of its value spesifin the query in the database.

6.1 Attribute Weight Assignment

The idea is to associate a weight to each spec#ittdbute according to the
distribution of its value in the database. Foranse, for a query with conditioryear

= 2008andPrice < 10000, the specified attribut¥earmay have less importance for
user (there may be many used car have the datdipfent in 2008) than the
attributePrice (relatively fewer used cars priced below $10000).

To this end, we use the well-known Inverse Docunfenreiquency IDF) factor
that has been used extensively in IBF suggests that commonly occurring words
convey less information about user's needs thaglyrarccurring words, and thus
should be weighted less. Recall thaE(w) of a wordw is a measure indicating how
many documents in whickv appears. We can then adapt this technique to our
problem by considering each database tuple (and/gae a small document [1].

- Categorical Attribute
For everyv in the domain of attribute ;Awe defineDF;(v) such that
IDFi(v) = log(n/R(v)),

89



wheren is the number of tuples in the databaseR6\g is the frequency of tuplesn
the database whetey = v. In the following, the importance of specified egorical
attribute value is treated as the importance afdtsesponding attribute.

- Numerical Attribute

For numerical data, the definition of traditionBIF as above is inappropriate. The
frequency (and hence thBF) of a numerical value should depend on nearbyesalu
To measure the closeness of numerical attributaegalwe make use of a robust
definition proposed in [1]. Le¥; = {vi*, ..... , V' be the set of values of attribute
that occur in the database. For any valutbF;(v) is defined in the following way
(whereh is the bandwidth parameter mentioned in secti@in 5.

IDF; (v) =log

j=1
The intuition of the above formula is: the denomdmaepresents a numeric extension
of the concept of frequency wf(the sum of "contributions" te from every the other
point v/ in the database). The furtheris fromv/, the smaller its contribution. The
importance of specified numerical attribute valadreated as the importance of its
corresponding attribute

Denoting byW(A) the weight associated with attribuge specified in the user
query and by applying a normalization, we finalbtain:

D IDFj(vj)
j=1

6.2 Ranking

To rank-order the answer tupléseturned to the relaxed query, one can use the
following ranking score:

dg, (t)= %ilw (A)x Sin(Q. A £A),

whereW,(A) is the importance weight of attribuég specified in the original quer@,
and Sim(v, a)stands for the similarity measures between caiegjoor numerical
attribute values as explained in section 5.

The idea is that the larger the similarity scdg€) is, the higher the ranking score is
for the result tuple. Thus, we can provide the end-user with the topsfswers
according to the above ranking.
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7 Discussion and Conclusion

In this paper, an alternate approach for dealinth &iling queries in a flexible
context is proposed. Starting from the user querytranslate the original query into
a crisp query and then we rewrite this resultingrguby relaxing the query criteria
ranges. The two key concepts of the approach arelidtance semantic introduced
and the similarity measures discussed (betweercawagorical or numerical attribute
values). Ranking the relevant answers is also tigaged by learning the importance
of each attribute specified in the query. Since dpproach mainly operates on the
actual data of the queried database, it could #atesta promising alternative to
approximately answer a failing query.

As can be seen, the approach requires someopmputations and some additional
access to the entire database before getting diptoximate answers to the failing
query. Pre-computations mainly consists in: i) akting the semantic distance
between attribute values in the database and ey foredicate present in the query
for every attribute specified in the query; ii) raeng the similarity between each
value of attribute involved in the translated quang values binding this attribute in
the database. Let us take a look at the seconddfypalculus in case of categorical
attribute. Instead of performing this calculus éarch failing query, one can measure
the similarity between every pair of values bindithis attribute once and for all
(provided that database will not change), and tmilarity results will be stored in a
Table. To mitigate also the problem of scanningdahtire database, one can select a
sample dataset (sufficiently representative) foimeing the similarity measures.

We acknowledge that experiments on real databasaseaded to demonstrate the
efficiency and effectiveness of the approach. Tie &md, one can observe that at the

end of the query answering process, it is a pregsmt or range) query@t) that is

evaluated over the database. So, one can impletherdapproach over (traditional)
existing database systems. To such existing systevwsmodules have to be added
(see Figure 2) (i) a query translator that convinesflexible query into a crisp query;
(ii) a similarity estimator that computes the samiy measures between attribute
values. Experiments to perform allow also for pdimj an idea about the extra cost
resulting from the use of the approach. Besidedy attributes with domains
endowed with a metric can be addressed by the apprdt would be interesting to
extend it to attributes with non metricized domdiascolor attribute).
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