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Abstract

Nowadays, breast cancer still the most common human death, however women are the most ex-
posed, thus, its cause remains unknown. In order to reduce the associated morbidity and mortality,
it would be necessary to detect this illness on its early stage.
Several systems have been investigated to detect and diagnosis breast cancer in order to help radi-
ologists in the screening step. CADe and CADx are the well known systems used to achieve this
task. However, various steps are needed to obtain accurate results which consist in preprocessing,
detection of abnormalities, classifying these latter as malignant or benign.
After mammographic acquisition, some irrelevant elements must be removed from the mammogram
such as Pectoral muscle, radiopaque artifacts, etc. For that reason we proposed, a novel method
based on the similarity between intensities to delineate the pectoral muscle boundary using measure
features of semantic similarity between words in Natural Language Process (NLP) and Information
Retrieval (IR) �elds. Also, the proposed method was exploited to classify the mammogram, based
on its intensity, as normal or abnormal.
The obtained results were promising since our approach gives an e�ective pectoral muscle edge and
extracts region with high intensity which improve the accuracy of our proposed system IOBI.

Keywords: Breast cancer, Mammogram, NLP, IR, Pectoral muscle boundary, Intensity, CADe,
CADx,IOBI.
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Résumé

De nos jours, le cancer de sein reste la première cause de mort chez l'être humain, mais les femmes
sont les plus exposées, car sa cause reste inconnue.
Plusieurs systèmes ont été investi pour détecter et diagnostiquer le cancer du sein dans le but
d'aider les radiologues dans la phase du dépistage. CADe et CADx sont les systèmes les plus utilisé
pour atteindre cette tâche. Cependant, plusieurs étapes sont nécessaire pour obtenir des résultats
pertinentes, qui consistent à prétraitement, détection des anomalies, classi�er ces dernier comme
maligne ou bénigne.
Après l'acquisition de mammogram, quelques éléments qui sont pas essentiels doivent être enlevé
, comme le muscle pectoral, les artefacts, etc. Pour cette raison, nous avons proposé une méthode
basé sur la similarité entre les intensités pour tracer les limites du muscle pectoral, on utilisaient les
caractéristiques du mesure du similarité sémantique entre les mots dans le traitement de langage
naturelle NLP et la recherche d'information IR. Aussi, la méthode proposé a été exploitée a �n de
classi�er le mammogram, on se basant sur son intensité, comme étant normal ou anormal.
Les résultats obtenus sont prometteurs puisque notre approche donne des limites e�ective du muscle
pectoral et extrait la région avec une intensité élevé ce qui améliore la performance de notre system
proposé IOBI.
Mots clé : cancer du sein, NLP, IR, les limites du muscle pectoral, Intensité, CADe, CADx,
IOBI.
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0. GENERAL INTRODUCTION

1 General Introduction

Everyone of us has dream wants to live it, a goal wants to achieve it, but suddenly something
comes out of your hands, a�ects your body and stop you to move, a�ects your mind and stop you
to think, it is breast cancer. The most common cause of women death, and recently it a�ects men
too.
Breast cancer is known as uncontrolled growth of cells inside the breast[14], As because the reason
of its cause still remains unknown, prevent and protect human being from this killer illness seems
as an impossible issue as consequence high morbidity and mortality. However, detecting and di-
agnosis this illness on its early stage can decrease the associated morbidity and mortality. Thus,
several imaging modality techniques have been proposed to visualize inside the breast in order to
detect abnormalities such as Mammography, which is considered as the best technique[95]. these
techniques produce medical images which would be read by radiologists to diagnosis this illness.
However; reading these medical images by radiologists is inaccurate thus, medical images have
been taken from several patients, tiny abnormalities are not visible that means missing detection
on the earliest stage of cancer, Moreover, they cannot distinguish between positive and negative
anomalies in other words malignant and benign. Hence; a second reading for this kind of images
is recommended indeed.
Various techniques have been investigated to assists radiologists in order to obtain accurate di-
agnosis such as CAD algorithms and image registration. But since medical images are a�ected
during acquisition and contain some irrelevant elements which can bias the result of these tech-
niques, preprocessing approaches have been proposed to restore images from disturbances and
remove these elements.

2 Objective Of The Thesis

Diagnosis breast cancer automatically still remains big challenge thus, the information must be
accurate which can be achieved by preprocessing methods, accurate removing of irrelevant ele-
ments, as well as the performance of CAD systems must be increased.
We have approached this problem by proposing a method that delineate the pectoral muscle
boundary thus, the presence of this later a�ect the result of CAD algorithms, and developing a
system IOBI that assists radiologists to identify the cardinality of suspicious regions whether it is
normal or abnormal.

3 Organization Of The Thesis

Our thesis has been organized as follow :
Chapter 1: contains an explanation of various breast cancer image modalities techniques such as
X-ray Mammography, breast ultrasound, Magnetic Resonance Imaging(MRI), Positron Emission
Mammography(PEM) and Computed Tomography Laser Mammography(CTLM). The advantages
and limitations of each technique are cited.
Chapter 2: This chapter reviews methods that have been proposed for preprocessing.
Chapter 3: describes the existing approaches that have been investigated to improve the perfor-
mance of CAD systems and image registration technique.
Chapter 4: presents new method that we proposed to be used for preprocessing and IOBI system
that we suggested to help radiologist to determine the cardinality of mammogram as normal or
abnormal.
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0. GENERAL INTRODUCTION

General conclusion which draws the conclusion of thesis, as it illustrates the main outcome of it
and what more can be achieved in the future.

4



1

Medical Imaging Techniques For Breast

Cancer

5



1. MEDICAL IMAGING TECHNIQUES FOR BREAST CANCER

1 Introduction

There are Several diseases that cannot be diagnosis unless revealing internal structures hidden
by the skin and bones. For that reason, medical imaging has been proposed as a technique to
visualize inside body. Among the common diseases that have been diagnosed by this technique is
Breast Cancer. It is known as an abnormal growth of gland(cells that are responsible of producing
milk ) or duct( cells that pass milk from gland to the nipple).
Variant techniques have been used to detect abnormal change inside the breast such as x-ray
Mammography, Breast Ultrasound, Magnetic Resonance Imaging(MRI), Positron Emission Mam-
mography(PEM) and Computed Tomography laser mammography(CTLM), these techniques pro-
duce medical image that would be read by radiologist in order to diagnosis this disease. In this
chapter, we have explained characteristics of each medical imaging technique as well its limitations
in detecting breast cancer.

2 X-ray Mammography

Mammography is an x-ray imaging technique that uses a low dose of X-ray system, which is
designed specially for creating detailed image of breast called mammogram. This technique uses
two plates to compress the breast between them horizontally then obliquely and x-ray is taken in
each position[3](see Figure1.1).

Figure 1.1: Breast capture by mammography[3]

There are two types of mammography; analog( that was in the past) and digital(advanced
imaging technique).

2.1 Analog mammography

In analog mammography system( also called screening mammography); the image is captured by
screen �lm, which is in cassette format, it is placed beneath the breast position. However; this
technique perform poor contrast images because of image acquisition detector, storage and display
device[2].

2.2 Digital mammography

In digital mammography system; the image is captured by chemical screen along a digital detector,
which detect x-ray photons leaving the breast while chemical screen converts X-ray photons into

6



1. MEDICAL IMAGING TECHNIQUES FOR BREAST CANCER

light. Another device is used �ber optical reducer , it transfers the converted light to CCD
(Charged Couple Device) where this latter converts it into digitized analogue signal; which is
displayed on computer monitor[2].

2.3 Mammogram Views

Mammography technique o�ers two views to the breast,Cranio Caudal(CC); which is top-to-
button view and Medio Lateral Oblique (MLO) view; which is a side view taken at angle[1](see
Figure1.2).

(a)
(b)

Figure 1.2: Two basic views of mammographic image: (a) CranioCaudal (CC) view,
(b) MedioLateralOblique (MLO) view [95]

2.4 Advantages

� The test is a combination between sensitivity and speci�city.

� The test is well tolerated[13].

� Mammography o�ers images with high-quality at a low radiation dose[80].

� Mammography is considered as an e�ective examination for detection of breast cancer before
it becomes clinically palpable[4][80].

2.5 Limits

� Breast compression causes pain and anxiety.

� Radiation risk.

� False alarm[13].

� Recommend just for women that aged more than 40 years[80].

7



1. MEDICAL IMAGING TECHNIQUES FOR BREAST CANCER

3 Breast Ultrasound

Breast Ultrasound is considered as a less harmful technology within other technologies, it uses
sound waves to map the internal structure of the breast rather than using x-ray or other po-
tentiality harmful types of radiation.As it is characterized by a quick visualization of the breast
tissue(see �gure1.3).

Figure 1.3: Breast capture by Ultrasound[5]

3.1 Advantages

� Cystic and solid are distinguishable.

� Patients under 30 years can take this examination.

� Solid masses are characterized in breast ultrasound examination.

� Painless

3.2 Limits

� Calci�cation(di�use tumors) are not well captured (Low sensitivity ).

� Low speci�city result.

� Higher cost.

� Exploring the whole breast carefully takes long time.

4 Magnetic Resonance Imaging(MRI)

Magnetic Resonance Imaging is an invasive medical imaging test that produces detailed images of
structure within body, including organ. This technique uses a combination of large magnet, radio
wave and a computer to produce images.

8



1. MEDICAL IMAGING TECHNIQUES FOR BREAST CANCER

Figure 1.4: Bilateral axial T2-weighed breast magnetic resonance image.[6]

4.1 Advantages

� Excellent tissue di�erentiation.

� High sensitivity of breast cancer .

� Capability of identifying breast masses as small as 1-2 mm.

� No limited by breast density.

� No ionizing radiation.

4.2 Limits

� Contraindicated in some patients

� Low speci�city results in excess biopsies and additional follow-up.

� Indistinguishable intensity (caused by MRI acquisition or refers to the tissue of breast) in
MRI images.

� Percutaneous biopsy under MRI guidance requires a stereotaxic device and needle that are
nonmagnetic, and is a procedure that is under active development.

5 Positron Emission Mammography(PEM)

PEM is miniature to Positron Emission Tomography device that is dedicated to breast cancer
diagnosis, it is used as alternative examination for people who cannot tolerate MRI[7]. PEM
technique uses a pair of dedicated gamma radiation detectors placed above and below the breast
and mild breast compression to detect coincident gamma rays after administration of �uorine-18
�uorodeoxyglucose(18F-FDG)[9].
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1. MEDICAL IMAGING TECHNIQUES FOR BREAST CANCER

(a)
(b)

Figure 1.5: (a) Breast capture[8] (b) by PEM [9].

5.1 Advantages

� Higher sensitivity for breast cancer .

� Images with higher spatial resolution.

� It provides complementary information to conventional breast imaging modalities.

� Ability of detecting small hyper-metabolic lesions

5.2 Limits

� High radiation dose.

� Current limitations for biopsy.

� A single PEM study involving the use of a label-recommended radionuclide dose is associated
with a 15-fold higher.

6 Computed Tomography laser mammography

Computed Tomography laser mammography(CTLM) is considered as an e�ective examination
method for breast cancer thus , it is able to distinguish between malignant tumour and benign
lesion.
CTLM uses laser beam of the wavelength equal to 808 nanometres, which is absorbed in blood pig-
ments of physiological and pathological blood-vessels and is able to display their distribution[10].
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1. MEDICAL IMAGING TECHNIQUES FOR BREAST CANCER

Figure 1.6: Correlation between mammography, Computed Tomography Laser Mam-
mography, and magnetic resonance imaging in a 28-year-old woman with an invasive
ductal carcinoma and ductal carcinoma in situ (high grade) in her left breast[11]

6.1 Advantages

� No ionizing radiation.

� No breast compression.

� No injection contrast agents.

� Empowering decision.

� Non-invasive/harmless.

� Easy and inexpensive to operate[12].

6.2 Limits

� Anxiety of patient before and during CT imaging.

� It takes much more time comparing to other imaging techniques.

7 Conclusion

Breast imaging modality techniques have been proposed to visualize inside the breast on purpose
of diagnosis it, the results of these techniques consist in medical images that would be read by
radiologist to detect abnormalities, however tiny abnormalities are not visible for radiologist as
well they can not di�erentiate malignant from benign tumor. Thus; a second reading for medical
images is recommended indeed.
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2. PREPROCESSING AND BREAST PROFILE SEGMENTATION

1 Introduction

Breast cancer is the most common cause of women death, for reason of its cause not yet fully
known. However; detecting this illness in its early stage can reduce the associated morbidity and
mortality rates.
Mammography is one of tools that used in the early detection of breast cancer[95]; it is used to
visualize inside of the breast using a low dose of x-ray system to obtain medical image; where
this latter would be reviewed by radiologist to detect abnormalities. However; radiologist cannot
have an accurate result when abnormalities are not visible as well they cannot distinguish between
malignant and benign; they are often classify abnormalities to malignant[14].
A sophistical wave of using computer in diagnosis of breast cancer has been emerged to avoid
above problems; this diagnosis uses digital image that would be read by computer as well meth-
ods to detect abnormalities automatically which can be categorized into CADe (Computer aided
detection) and CADi (computer aided diagnosis).
Before applying CAD algorithms, images need to be preprocessed. This chapter provides steps
that have been used to prepare image for further process .
The �rst step ; preprocessing which is important to improve the quality of image ;second step is
segmentation, which it is used to remove elements which are not considered in diagnosis.

2 Preprocessing

Quality of medical image is an indispensable factor, which helps to achieve accurate diagnosis and
results. The presence of noise occurred during image acquisition in the image leads to suppress
and blur important features in the image. For that reason, preprocessing is an important step
used to improve the quality of images, as a result increasing the e�ectiveness of diagnosis[20].
Noise can be presented in digital image like as straight line, poor contrast and weak boundary[19].
Several approaches have been reported to restore images from disturbances such as:

2.1 Filter techniques:

Filter techniques are very e�ective in image restoration process which can be categorized into
linear �lter and non-linear �lter; we mention methods that are widely used such as :

2.1.1 Mean �lter

Mean �lter is a linear �lter technique ,it consists on replacing each pixel by the average value of
intensities in neighborhood .
Example: 2 2 2

2 5 2
2 1 1

 Meanfilter−−−−−−→

2 2 2
2 2.11 2
2 1 1



Beside mean �lter can locally reduce variance and it is easy to apply;sometimes it does not
give the desired result because [19]:

� Average operation leads to create another type of noise, which is blurring .
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� In case of existing impulse noise ( It is a short duration noise that may occur due image
acquisition [17]) in image, applying mean �lter will attenuate and di�use without removing.

� The presence of a single pixel with a tiny value a�ects the mean value of all pixels in
neighborhood signi�cantly.

2.1.2 Median �lter

It is non-linear �lter; it used to save sharpness of image edge while removing noise [19] .Median �lter
works by sliding window that used to replace each pixel by the median value of its neighborhood,
however; edges of the image are replaced by zero value that refers to black color in gray-scale.
Median �lter is an adequate method that it used to deal with straight line noise as it is illustrated
in �gure2.1 .

(a) Corrupted image (b) Filtered image

Figure 2.1: Mammogram noise digitization removal using median
�lter [22]

Hence; it may distribute noise in image if it is corrupted by a high degree of impulse noise[18].
Variant methods di�er from median �lter to palliate these limitations like as:

� Max median �lter: where each pixel is replaced by the max value represented within its
neighborhood.

� Weighted median �lter : which refers to the higher weight value given under inspection
to the �ltered pixel[23].

� Adaptive median �lter : several techniques that variant from median �lter replace directly
the �ltered pixel by another value, however; in adaptive median �lter,just the corrupted pixel
is replaced by another value.
The corrupted pixel is known by a di�erent value from its neighborhood,moreover it is not
structurally aligned within pixels to which it is similar[24].
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2.2 Image Enhancement techniques:

Image enhancement is considered as a crucial technique in medical image preprocessing, it in-
creases the contrast and sharpness of images in the aim of providing an accurate input for further
process[15]. Many techniques are used such as:

2.2.1 Histogram equalization:

Since the weak contrast refers to the bad distribution for intensities values of an image in the
histogram, it is necessary to map values back into their proper range.
Histogram equalization[16] is used to reach this goal by strewing the most frequent value intensities
represented in histogram; as a result, the lowest intensities will appear by height frequent(i.e. see
�gure2.2). It is de�ned as following

T (rk) = int[
T (rk)− Tmin

1− Tmin

× (L− 1) + 0.5] (2.1)

�Where Tmin refers to the smallest value in the cumulative probability density function vector
T (rk). T (rk) is the normalized value of each gray-level and L is 256 for eight bit gray scale image
and T (rk)is the transformed value for each gray level.�

(a)

(b)

Figure 2.2: (a):Histogram equalization of mammogram,(b):contrast enhancement of
mammogram [25]

2.2.2 Contrast stretching :

Contrast stretching(often called Normalization) di�ers from Histogram Equalization [15],it is a
less enhancement technique that consists on stretching the range of intensity values of an image
by a linear scaling function , which is de�ned as following:

Pout = (Pin − c)(
b− a
d− c

) + a (2.2)

Where a, b refer to the lower , upper value limit concerned in this type of image (0-255), while
c, d refer to the lowest , highest value represented in image respectively. Hence Pout may take
values over value limits, in this case; values below 0 are set to 0 while the above 255 set to 255.
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2.2.3 CLAHE :

CLAHE stands for Contrast Limited Adaptive Histogram Equalization, it has been approached
special for medical images on purpose of reducing the e�ect of edge-shadowing produced in ho-
mogeneous regions(see �gure2.3 ).
In CLAHE approach, the image is divided into small regions , so the histogram of each regions
is calculated, then it is enhanced to limit contrast and to avoid amplifying any noise or edge-
shadowing e�ect[26].

(a) (b)

Figure 2.3: Original mammogram (a) after CLAHE(b)[26].

3 Segmentation

Segmentation is the process of portioning image into regions, where each region groups pixels that
go together. This process aims to separate the breast tissue from background of the mammogram
furthermore; remove the pectoral muscle from the rest of breast tissue,thus abnormalities are
located just inside the breast.
A lot of algorithms have been suggested for the two steps.

3.1 Separating the breast tissue from background

Background of mammogram is well known by radiopaque artifacts, low and high intensity as it is
shown in �gure2.4.

16



2. PREPROCESSING AND BREAST PROFILE SEGMENTATION

Figure 2.4: Irrelevant elements in mammogram[30]

There are several approaches that have been used to separate breast tissue from the mammo-
gram's background such as:

� Morphological image processing

� connected components labeling

We explain these approaches in the following paragraphs.

3.1.1 Morphological image processing :

Morphological image processing is a collection of techniques that are used to adjust the shape of
regions in image from distortion accrued during segmentation, however the image must be binary.
Techniques that used are[28] :

3.1.1.1 Dilation :
Dilation is used to cover breaks and intrusions presented in the shape of region in an image, it
grows and thickens the regions. Dilation is de�ned as following:

A⊕B = {s|(B̂)s ∩ A} (2.3)

A is a set to be dilated , B is a structuring element that used to dilate the input (i.e. disk shaped
), whereas; (B̂)S is the re�ection of B about its origin and followed by a shift by s. As well A⊕B
is the set of all shifts that satisfy {s|(B̂)s ∩ A}.

3.1.1.2 Erosion :
It is used to remove part joined objects as well extrusions.it is the opposite of dilation, it thins
and shrinks object using the following equation .

A	B = {s|(B)s ⊆ A} (2.4)

Where A is input image , B is a structuring element.
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3.1.1.3 opening & closing :
An object is de�ned by its contour, hence any distortion on contour leads to misunderstanding
that object.
Imperfections that may exist on contour object are : break narrow and thin protrusions which
are eliminated by opening operation while long thin gulfs,holes and gaps are eliminated by closing
operation[28].

opening:
A ◦B = (A	B)⊕B (2.5)

closing:
A •B = (A⊕B)	B (2.6)

3.1.2 connected components labeling

connected components labeling procedure is the process of grouping pixels that are similar in in-
tensity as well connected to each other in one segment .The utility of this procedure is extracting
object.
The classical approach for connected component labeling based on two subsequence of raster-
scans.The �rst scan is used to give each pixel a temporary label depend on its neighbors values
which are already assigned;at the end of this scan, di�erent labels may contain the same compo-
nent, cause of unconnected pixels with the same value, however di�erent pixels are assigned to
di�erent label.Then; second scan is used to store equivalent label into one segment[29].

3.2 Pectoral muscle removal

The presence of pectoral muscle in mammogram can bias the result of CAD algorithms for many
reasons: pectoral muscle occupies predominant region in mammogram , as well it has almost the
similar pixel intensity of abnormalities.
Variant methods have been used to remove pectoral muscle accurately and e�ciently over mammo-
gram whether by detecting its edge or its region. Methods have been categorized as following[31]:

� Based on gray level

� Based on texture features

� Based on soft computing

3.2.1 Based on gray level

Extracting pectoral muscle based on gray level may be based on :

� Intensity

� Region

� gradient
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3.2.1.1 Intensity based methods
Pectoral muscle is well de�ned by a dense and high intensity in digital mammogram, thus various
methods use these characteristics to select pectoral muscle such as Histogram-based threshold, wa-
tershed transformation, Otsu thresholding.The utility of these methods in pectoral muscle removal
have been proven in the following paragraphs.

(i) Histogram-based threshold:
Since The region of pectoral muscle is more noticeable in mammogram, histogram is used to
extract this region.
Thangavel et al.[32] proposed an algorithm to extract pectoral muscle region.
First; histogram of image has been calculated, after; the global optimum intensity is used as
threshold to select pixels that include pectoral muscle region as a result binary image is created,
then; morphological operation such as dilation and erosion were applied on binary image to adjust
pectoral muscle region, �nally; this latter is removed from mammogram using the resulting binary
image.

(ii) watershed transformation:
The idea of Watershed transformation came from the great divide which separates USA into two
regions,Atlantic Ocean and Paci�c Ocean. This divide constitutes a watershed line whereas At-
lantic and Paci�c are considered as catchment basins [38].Thus,this technique is used to detect
pectoral edge since pectoral muscle region and ROI are separated by a line.
Camilus et al.[37] use watershed transformation to identify pectoral boundary,then a margin algo-
rithm is proposed to combine several catchment basin produced during transformation as a result
the accurate boundary is delineated. Figure2.5 illustrates result of the proposed algorithm .

Figure 2.5: (a) original mammogram, (b) ROI image, (c) ROI gradient, (d) watershed
transformation of the ROI gradient, (e) identi�ed pectoral muscle by the proposed
merging algorithm, (f) identi�ed pectoral muscle embedded over the original mam-
mogram, (g) ground truth (pectoral muscle is marked white).[37]

(iii) Otsu thresholding :
Thresholding technique is well known in image segmentation, it is used to extract target region
from an image[39].
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Lieu et al.[40] proposed an algorithm based on Otsu thresholding to identify the pectoral muscle
border.
First, the image is binarized on a threshod which is selected by Otsu thresholding technique, af-
ter; morphological opening operation was applied to remove selected unconcerned regions, then;the
pectoral muscle border is extracted, �nally;regression analysis[41] were applied to adjust the se-
lected pectoral border.

Figure 2.6: The output of each steps of the presented algorithm, (a) breast region
extracted by using MGVF snake, (b) after Otsu thresholding and morphological
processing one time, (c) after Otsu thresholding and morphological processing two
times, (d) after position detecting, (e) extracted pectoral muscle rough border, (f)
�nal extracted pectoral muscle[40]

3.2.1.2 Region based Methods
A region in image is de�ned by a group of connected pixels with similar characteristic.
Seed region growing[42] is a technique that is used to select region in image.The input of this
algorithm is a pixel include the desired region to be selected,then; the process gathers all pixels
that satisfy preset conditions like as distance.

Raba et al.[33] proposed an algorithm based on Seed Region Growing. Firstly; an adaptive
histogram has been applied to separate the breast from background, secondly; the orientation
of mammogram has been indicated in order to place a seed point in the pectoral muscle region,
then; statistical region growing has been applied to extract the Region Of Interest (Breast tissue
without irrelevant elements), �nally; size restriction has been applied to avoid wrong growing.

3.2.1.3 gradient based methods
Pectoral muscle seems as a triangle at the edge of mammogram(MLO view), Thus; gradient based
methods separate pectoral muscle from breast tissue by straight or curve line between them. A
lot of techniques have been used to identify pectoral muscle region using gradient methods such
as :

(i) tunable parametric edge detection :
Chandrasekhar et al.[34] improve the conventional edge detection paradigm to tunable parametric
edge detection. The edge of pectoral muscle is detected in two steps:
The �rst step was an application of gradient techniques on the original image which consists on
calculating the absolute values of horizontal and vertical Sobel gradient as well range and standard
deviation using following equations respectively:

ϕ1(ω) = |(ω9 + 2ω8 + ω7)− (ω1 + 2ω2 + ω3)| (2.7)

ϕv(ω) = |(ω3 + 2ω6 + ω9)− (ω1 + 2ω4 + ω7)| (2.8)

ϕr(ω) = max
1≤i≤9

[ωi]− min
1≤i≤9

[ωi] (2.9)
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ϕs(ω) =

√√√√[1
9

9∑
i=1

ω2
i

]
−
[
1

9

9∑
i=1

ωi

]2
(2.10)

ω refers to a vector that groups candidate pixel and its neighborhood in 3× 3 window, pixels are
indexed from 1 to 9 depends on raster fashion that means from top to bottom and left to right.
Then; values of four gradient are normalized to ensure computability between them, as a result
values can take [0,4] .
The second step was a detection of pectoral muscle edge, results of the four gradients were blended
using the modi�ed logistic function which is de�ned as following.

bL(t, ϕ, λ, β) =
1

1 + exp(−λ(‖ϕ‖t−β))
(2.11)

where λ and β are real positive constants; whereas the Minkowski t-norm‖.‖ is de�ned by :

‖ϕ‖t− =

[ p∑
i

|ϕ|t
]1
t

(2.12)

Figure2.7 illustrates above steps.

Figure 2.7: Pectoral muscle edge detection[34]

(ii) Hough Transform :
Hought transform is a procedure that is used to detect straight line in digitized images using angle-
radius[43].This procedure is used to select pectoral muscle edge which is appeared approximately
as a straight line in mammogram.

21



2. PREPROCESSING AND BREAST PROFILE SEGMENTATION

Ferrari et al.[36] suggested an algorithm based on Hough transform to delineate pectoral edge.
First; the breast contour was detected using pair of Chain-code algorithm and contour model
algorithm ,next;the processed region is determined, it is a part of breast region that was extracted
where the pectoral muscle region is included in, thus to reduce the possibilities of the presence
of linear structure.Then;the presented noise was removed using Gaussian �lter[44],then; Sobel
gradient methods[48] was applied on the processed region to detect the pectoral edge,�nally; the
straight line is speci�ed using Hough transform.

(iii) Iterative Cli� detection :
Since straight line does not indicate the real edge of pectoral muscle,it is necessary to re�ne this
straight line into a curve as consequence the edge of pectoral muscle is delineated accurately.Cli�
detection technique is designed to curve straight lines.

Kowk et al.[45] used two steps to identify pectoral edge. First step was an estimation to the
edge of pectoral by straight line using iterative threshold selection and gradient test, in the second
step, the estimated edge was re�ned using iterative of cli� detection.

(iv) Random Sample consensus(RANSAC):
Gradient methods are used to detect pectoral edge, however the result of this process is accom-
panied by outliers lines which can make edge detection inaccurate.RANSAC algorithm[46] is used
to interpret these outliers lines.
Molinara et al.[47] presented an algorithm based on RANSAC to detect pectoral edge.
The detection process starts by locating pectoral muscle at the top left corner in the image, af-
ter; the skin-line of the breast was identi�ed the intensity of pixels that indicate skin-line are
emphasized(normalization approach), then; Gaussian �lter was applied to preserve large variation
in image as consequence this latter would be used to detect pectoral edge, it is the characteris-
tic that gradient methods based on to delineate edges. ,gradient method that has been used is
Prewitt[48].Finally; RANSAC approach is used to delineate pectoral edge more accurately.

3.2.2 Based on texture features

Texture in an image is de�ned as some repeated pattern of small scale details[35].Hence; variation
in textures identify the edge of pectoral muscle .
Techniques that based on this feature are:

� Transform Based Methods

� Probability / Polynomial

� Active Contour Based Methods

� Graph Theory Based Methods

3.2.2.1 Transform Based Methods
Transform technique consists on decomposing image to elementary, hence; texture features would
be easy to analyze.
Various ideas suggested on transform based approach to extract pectoral muscle edge such as:

(i) Gabor wavelets :
An image can present di�erent texture regions, where each texture is associated to a feature,
hence; this latter is used for searching and retrieving data from image. In order to use this data,
wavelet transform technique is used to extract features from image, such as Gabor Wavelet[49].
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Ferrari et al.[36] proposed a method based on Gabor wavelets technique to identify pectoral
muscle boundary.
The process stars by decomposing the images usingGabor wavelets technique,then vector-summation
procedure was applied on the result to compute magnitude and phase of images, the magnitude
value of each pixel is propagated in the direction of phase, the opposite phase orientation has been
used to detect pixels that include the pectoral muscle boundary,�nally a post-processing stage is
used to eliminate unlucky pectoral boundary candidates.

(ii) Radon transform :
. Radon transforms is a suited approach used within image to detect features. Kinoshita et al.[50]
used several approach to select pectoral edge.
First; wiener �lter[51] was applied to remove radiopaque artifacts as well to restore original value
of pixels that identify pectoral edge. After; pectoral edge is detected approximately by Canny
�lter[52] as a result pectoral muscle region is identi�ed .Then; authors found all straight lines that
may represent pectoral edge using radon transform, this latter was applied on the edge image , in
the angle interval [5°; 50°] , [−5°;−50°] for right and left breast respectively. Finally; the e�ective
straight line was selected to delineate pectoral edge.Figure2.8 explains detection process of the
proposed algorithm.

Figure 2.8: (a) original image; (b) the edge image obtained using the Canny �lter;
(c) detection of straight-line candidates by the Radon transform; (d)selection of the
pectoral muscle edge[50]

(iii) Texture and intensity deviation :
Pectoral muscle region is represented in digital mammogram by an homogeneous texture and
similar gray-level values approximately, while the border of this region is identi�ed by high intensity
deviation within its surrounding tissue.
Detection of pectoral edge has been approached by Li et al.[53] using these features.
Authors identify pectoral muscle region based on texture and intensity by di�erent likelihood maps
using spectral cluster in based segmentation and mean square deviation(MSD)matrix respectively.
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Afterward; likelihood maps are combined to extract initial pectoral edge,�nally; this latter was
re�ned by Kalman �lter to delineate pectoral edge e�ciency.(see Figure2.9)

Figure 2.9: The likelihood of the pectoral muscle of mdb095 in mini-MIAS;(a)is the
original mammogram.(b)is the likelihood map in texture �eld.(c)is the likelihood map
in intensity �eld.(d)is the likelihood map of the pectoral muscle edge[53].

3.2.2.2 Probability / Polynomial based Methods
Edges in image can be detected by extracting pixel intensities candidate. Hence; probability and
polynomial approaches have been used to classify pixel intensities using statistical parameters.
These approaches are utilized to identify pectoral edge using texture, density and shape to deduce
statistical parameters[31].
Few methods based on probability and polynomial have been suggested such as :

(i) Mean-shift clustering:
Clustering is the process of classifying pixels into di�erent groups using measurement methods[57].
Mean-shift clustering[56][54] uses Probability Density Function(PDF)[55][54] as a measure to form
clusters.
Sultana et al.[54] propose an algorithm based on Mean-shift clustering to select pectoral muscle
region.
First; Breast tissue was separated from background using Histogram equalization and Labeling
procedure. After; Mean-shift clustering was applied on resulting image to segment it, enough care
for clustering result; authors applied Gaussian kernel[58] on the segmented image to associate dis-
crete data to clusters.Finally; positioning and mean value intensity have been used as parameters
to extract the target region.Figure 2.10 illustrates the result of the proposed algorithm.
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Figure 2.10: (a)original image.(b)image after the pectoral muscle suppression was ap-
plied to the image[54].

(ii) Position, intensity and texture information :
Pectoral muscle is observed by brightest regions in mammogram, from this characteristic Oliver
et al.[65][31] extract characteristic of other regions to distinguish between regions as consequence
pectoral region is removed. The other regions consist in background which is characterized by
dark intensity while breast region is characterized by a variation of intensity between bright and
dark.
Authors proposed a supervised single strategy to associate each pixel into its belonging region
using several methods such are: probability density function which is calculated for each pixel
(noticed AR), Histogram; it is used to determine the intensity of each region(noticed IR), Local
Binary Patterns is used to characterize each pixel depending on its texture probability(noticed
TR).Hence; AR, IR and TR are multiplied to calculate the likelihood of pixel belonging to each
region, as a result each pixel is assigned to a region based on higher probability.

(iii) polynomial estimation :
Mustra et al.[59] proposed a robust automatic pectoral muscle segmentation from scanned mam-
mograms, the process based on polynomial estimation to pectoral edge, it consists of the following
steps. First; the position of pectoral muscle is indicated at 2/3 part of breast high in ROI. Sec-
ond; CLAHE is used to enhance the contrast.Third; morphological operations have been applied
to eliminate small objects and background noise.Fourth; threshold is calculated to create prelim-
inary binary mask ,this latter would be used to choose 10 random points for polynomial �tting
of pectoral edge. Finally;cubic linear �tting function and iterative linear �t function are used to
smooth pectoral boundary. Functions are de�ned as following:
Cubic �tting function:

y = p1x
3 + p2x

2 + p3 + P4 (2.13)

Iterative linear �t function :
y = p5x+ p6 (2.14)

Where y is horizontal coordinate and x is vertical coordinate.
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3.2.2.3 Active Contour Based Methods The idea of active contour(Snake) approach con-
sists in indicating points that are belong the edge using smoothing �lters(i.e. Gaussian), then
minimizing all the external and internal potential energy of surrounding neighbor of the indicated
points.This approach is widely applied in medical image segmentation,it is used to detect pectoral
edge[31].
Several methods have been presented on active contour based method such as: Adaptive contour
model,Discrete Time Markov Chain(DTMC) and Multiphase active contour method.The utility
of these methods are discussed in the following paragraphs.

(i) Unimodal Thresholding Algorithm :
Unimodal distribution of points near edge of objects makes edge detection process di�cult; for
that reason, unimodal thresholding techniques are used to obtain a bi-level threshold of such image
as a result an estimation of edge points is achieved[60][61].
To detect pectoral edge; Wirth et al.[60] use unimodal thresholding algorithm to identify an initial
edge. After; this latter is enhanced by directed edge enhancement method. Then; morphological
erosion was applied to remove to enlarge the enhance edge as well the presented noise is removed.
Finally; authors improved the classical snake to identify pectoral edge, thus; classical snake cannot
deal with topological variation in images[31].

(ii) Discrete Time Markov Chain(DTMC) :
DTMC is a random process that used to index set and state of discrete space using propriety of
Markov(independence conditional of future evolution on the past)[62][31].Wang et al.[62] used this
approach to model pectoral muscle boundary, because this latter is characterized by continuity and
uncertainty.The result of this approach is Accompanied by a false points candidates, hence straight
line has been used to validate rough boundary. The proposed process ends with a re�nement to
the detected edge using Snake algorithm with slight modi�cation.Figure2.11 illustrates the result
of the proposed algorithm.

Figure 2.11: Pectoral muscle boundary detection using DMTC and snake algorithm[62]

(iii) Multiphase active contour method :
Beside active contour approach detects pectoral edge, it is also used to remove completely pectoral

26



2. PREPROCESSING AND BREAST PROFILE SEGMENTATION

muscle from mammogram.
Akram et al.[63] used modi�ed active contour method proposed by Chan and Vise[64] to obtain
pectoral edge, where this latter is detected in multiphase.As well authors de�ned a new term Mk

to indicate the stopping point of the contour as a result the desired region is extracted as it is
shown in Figure2.12.

Figure 2.12: Some of the successful preprocessing results obtained using the proposed
algorithm. The ground truth contour of the actual pectoral muscle boundary is shown
in red. (a), (c), (e) and (g) are images mdb006, mdb009, mdb132, and mdb249,
respectively, from the mini-MIAS database[63].

3.2.2.4 Graph Theory Based Methods
Partitioning image into regions has been proven as a di�cult task in image segmentation for
many reasons such as: regions are homogeneous as well variation in the scale of the image.Thus;
several methods have been developed but no e�cient result(method suits one situation).This latter
problem has been solved by mapping image into graph[66].From the literature surveyed; several
approaches have been presented on graph theory segmentation such as : Minimum Spanning
Tree(MST) and Graph cut based method.We explained the usefulness of each method in digital
mammogram segmentation in following paragraphs.

(i) minimum spanning tree(MST) :
MTS is an equivalent concept to shortest spanning tree which is explained in[67], MTS is used to
cluster image based on graphs and that by producing connected groups of vertices(pixels)[66].
Ma et al[68] used MTS to identify the pectoral muscle in mammograms accompanied with Adaptive
Pyramid Graph(AP is explained in[68]). The �rst is used to construct the graph of edge while the
second is used to build pyramid graph of vertices.As a result the initial pectoral edge is indicated
then it is re�ned using active contour approach.

(ii) Graph Cut based method :
Graph cut technique is used to segment region of interest, it consists of three major steps such
are:formation of a graph, sorting of graph edges, and region merging[69][31].
Camilus et al.[69] presented an algorithm based on Graph cut approach to detect pectoral muscle.
The process used features of pectoral muscle such as :

Distinguishable values of gray-scale and homogeneous features were considered as parameters
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to Graph cut based segmentation as a result ROI is segmented; as well pectoral muscle is identi�ed.
Pectoral forms triangle shape at the top of image moreover; the edge may be approximated by

straight line since the width of pectoral decreases gradually.these features were used to re�ne the
detected edge using Bezier Curve approach.

3.2.3 Based on soft computing

Pectoral muscle suppression has been proven as a complicated task for many reasons, which poses
the necessity to simplify this task. Soft computing is used to solve complicated problems, it consists
of complementary elements fuzzy logic, genetic algorithm, neural computing and evolutionary
computation[31]. A few researches have been presented on soft computing such as:

� Fuzzy Logic Based Method

� Genetic Algorithm Based Method

� Support Vector Machine Method

We discuss these methods in the following paragraphs.

3.2.3.1 Fuzzy Logic Based Method :
Since; the edge in image is abrupt variation in intensity within image, it is di�cult to select pixels
candidate in the edge. Fuzzy logic technique has been extended from the concept of partial truth,
it is considered as a powerful approach to decision making[76][75].
Aroquiaraj et al.[75] used fuzzy logic approach and straight line technique to remove pectoral
muscle region from mammogram. The proposed method was accompanied by several approaches
to give more accuracy to the task such as: Mean Absolute Error (MAE), Local Consistency Error
(LCE) , Tanimoto Coe�cient (TC), Probabilistic Rand Index (PRI) and Hausdro� Distance (HD).

3.2.3.2 Genetic Algorithm Based Method :
Genetic Algorithms(GAs) use principles of evolution and natural genetics to solve complicated
problems[70], that means problems would be solved in several stages as following :
First, possible solutions for a given problem are produced. After; each solution is evaluated
provided as constraints imposed by the problem is respected. Then; best solutions are selected.
Finally; new solutions are created by genetic manipulation operator[70][71].
Karnan et al.[72] exploited the bene�t of GAs to detect pectoral edge. Digital mammogram is
enhanced by using median �lter approach, as well it is normalized. Pectoral muscle region is
excluded to identify its edge, after; this latter was magni�ed by GA then; for more accuracy �gure
of merit was calculated to evaluate whether the detect edge is exact or not.

3.2.3.3 Support Vector Machine Method :
Support vector theory is designed for generalizing unseen data automatically by characterizing
properties of learning machines[73].
Domingues et al.[74] used two steps to detect pectoral muscle contour automatically.
The �rst step was a prediction to endpoints of the contour, using pair of support vector regression
models; while the second step was a delineation to the contour by computing the shortest path
between endpoints of the contour.
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3.2.4 Recent Researches

Pectoral muscle removal constructs big challenge till now, cause of characteristic of this region.
recent researches have been presented to reduce imperfections of the previous methods which are
an adaptive to variation in shape, density or tissue like as straight line and curved pectoral edge.
We have explained the proposed recent algorithms in the following paragraphs such as based on
Adaptive Gamma Corrections, Single Sided Edge Marking Method.

3.2.4.1 adaptive gamma corrections :
Gamma correction is considered as variation of histogram modi�cation techniques obtained by
several adaptive parameters γ [78].
Gardezi et al.[77] proposed an algorithm to remove pectoral muscle from mammogram by using
two techniques. morphological operations were used to extract breast tissue from its background,
while adaptive gamma correction technique was used to enhance mammogram according to tissues
densities as well to provide a separation boundary between breast region and pectoral parenchyma.

3.2.4.2 Single Sided Edge Marking (SSEM) :
SSEM is new approach proposed by Toz et al.[79], based on the geometrical properties of pectoral
muscle and its surrounding tissue. The result of this approach was re�ned by morphological oper-
ation to obtain the rough pectoral muscle region, then the boundary of pectoral was reconstructed
by the linear interpolation method which has been rede�ned as a result the irrelevant region is
well de�ned as it is illustrated in Figure2.13 .

(a) (b) (c)

Figure 2.13: (a) Original mammogram. (b) Obtained mammogram image of rough
pectoral muscle boundaries. (c) Mammogram image of the �nal borders obtained by
linear interpolation.[79].

4 Conclusion

Preprocessing and breast pro�le segmentation are crucial tasks. Thus; the obtained informations
in mammogram must be accurate to detect anomalies.
We have described number of studies in preprocessing phase; which consists in removing noise,
enhancement of mammograms and contrast manipulation, edge sharping, �ltering. As we have
undertaken studies to discover more about segmentation of breast pro�le which is divided into two
steps; separating breast tissue from the background of mammogram and removing pectoral muscle.
This latter remains a hard task till now for researchers because of the several characteristics of
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this region ; thus we �nd in the literature several methods that have been proposed whether based
on gray-level, texture features or soft computing.
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1 Introduction

Breast cancer is a serious and widespread disease that a�ects human body, but Women are more
exposed to this type of cancer. protect and prevent the human from this disease has been proven
as impossible issue since the cause of cancer disease remains unknown. Early diagnosis is crucial
for e�ective treatment; as it needs accurate and more speci�c detection; which is currently possi-
ble by screening using only X-ray mammography, this latter is considered as a primary imaging
technique for breast lesions detection[95].
However; reviewing mammograms by human observes is inaccurate. Thus; the enormous number
of mammograms are generated in wide spread screening as consequence it is di�cult to provide
both accurate and uniform evaluation, some anomalies maybe missed as a result of fatigue[136],
moreover misclassi�cation to the detected anomalies.
Hence; there is a signi�cant necessity of diagnosis cancer automatically to assist radiologist in im-
proving the e�cacy of screening programs and avoid misclassi�cation. CAD systems are intended
for diagnosis breast cancer automatically, it consists of CADe (Computer Aided Detection) which
is used to detect abnormalities, and CADi(Computer Aided Diagnosis) which is used to classify
abnormalities into benign or malignant.
We have discussed the utility of CAD systems in this chapter; which is divided into four sections.
In the �rst section; we have reviewed di�erent techniques that have been used in CADe system,
while the second section illustrates CADi system, and in the third section we have explained image
registration procedure which is used in diagnosis of cancer too, last section draws conclusion.

2 CADe System

Computer has become a crucial device for radiologist. It is used in the acquisition management,
storage, and reporting of medical images beside that; computer programs have been developed
to assist radiologist in detection potential abnormalities on diagnostic radiology examinations.
This technique has been termed computer aided (or assisted) detection, commonly referred to as
CADe[82].
Abnormalities of breast cancer maybe noticed as microcalci�cation, mass, architectural distor-
tion or bilateral asymmetry[83]. There are several methods have been reported to detect these
anomalies according to its characteristic, which have been explained in the following subsections.

2.1 MicroCalci�cation Detection

MicroCalci�cation (MC) is a tiny abnormal deposit of calcium scattered inside the breast, in the
other hand; it is a small bright spots in mammograms[83]. There are several approaches have
been proposed to detect MC; which are categorized into four categories; basic image enhancement
methods, stochastic modeling methods, multiscale decomposition methods, and machine learning
methods. Where each one uses a characteristic of MC to detect it[84][83].

2.1.1 Basic Image Enhancement

The common characteristic of MCs are brighter than its surrounding tissue in mammogram, hence;
image enhancement techniques are used to improve the contrast of MCs as a result separating
them from mammogram by an adequate threshold[83].
From the literature reviewed, the di�erent ideas presented on basic image enhancement methods
such as Nishikawa et al.[85]; whose used three steps to detect MCs.
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The �rst step was a suppression of normal background of mammogram, by increasing the signal-
ratio of MCs to noise-ratio as a result MCs are indicated in �ltered image. In the second step;
authors used variant methods to extract the indicated MCs from the �ltered image. Third step is
used to eliminate false positive signs (unconcerned regions).

2.1.2 Stochastic Modeling

The idea of stochastic modeling consists in using statistical di�erence of regions to detect MCs.
For instance; Gurcan et al.[86] di�erentiate MCs from rest tissue in mammogram by computing
the higher order statistics as they noticed that areas with MCs are characterized by non-Gaussian
(nonzero skewness and kurtosis[86]) while areas with Mcs are noticed by a Gaussian-like distribu-
tion.

2.1.3 Multiscale Decomposition

Multiscale decomposition methods based on identifying MCs spot in several frequency content;
one of the common methods that has been used in MCs detection is wavelet transform[87].
Strickland et al.[88] discussed undecimated biorthogonal wavelet transform to detect MC spots,
whereas this latter are represented as a circular Gaussian shapes with variant width along di�erent
scales.

2.1.4 Machine Learning

Detecting MC spots in mammogram maybe performed by classifying pixel into its belong region.
Hence; machine learning technique is used for automatic classi�cation to pixels.
Yu et al.[89] presented an algorithm based on neural network approach to detect MC spots. Two
stages were used; the �rst one was an identi�cation to MCs by using mixed of methods consisting of
wavelet components, gray-level statistic and labeling. While the second one was used to determine
individual MC objects. Figure3.1 shows the result of their proposed algorithm.
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Figure 3.1: . (a) Original mammogram . (b) A cluster of MCs in (a). (c) The ground
truth image corresponding to the cluster of MCs in (b)[89].

2.2 Mass Detection

A mass is de�ned as a space occupying lesion seen in di�erent projections, as it is characterized
by shape and margin. Nevertheless; mass detection procedure is based on two stages; suspicious
region is detected �rstly, then classifying it as a normal tissue or mass.
In the literature; generally the proposed methods that have been used to detect suspicious regions
are based on pixel or region.

2.2.1 Pixel based

Kegelmeyer et al.[90][83] propose an algorithm based on pixel, where this latter is used to extract
features which consist in Laws' texture and local oriented edge characteristic, then the extracted
features were used to speculate a normal tissue from mass by using a binary decision tree classi�er.
Figure3.2 illustrates the result of this algorithm.
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Figure 3.2: Normal mammogram. (a) The original �lm version. (b) The mammogram
in a with examples of typical false-positive �ndings (outlined areas) in the computer
reports[90].

2.2.2 Region based

Texture features play an important role in distinguishing between regions in image. Hence; Chan
et al.[102] demonstrated that feasibility of using texture features is an e�ective way to discriminate
regions containing spiculated or non-spiculated masses from those containing normal breast tissue.
Authors used Spatial Gray-Level Dependence (SGLD) matrices to extract texture features. Then
these latters were analyzed by linear discrimination approach to determine mass regions.

2.3 Detection of Architectural Distortion

Architecture Distortion is considered as the hardest breast cancer type to diagnosis by imaging
modalities techniques, it is often missed during screening[83]. According to Bi-Rads[92] de�ni-
tion �The normal architecture (of the breast) is distorted with no de�nite mass visible. This
includes speculations radiating from a point and focal retraction or distortion at the edge of the
parenchyma.�
Guo et al.[116] investigated the characteristics of architecture distortion by using Hausdor� frac-
tal dimension approach; as for more accuracy authors used SVM classi�er to distinguish between
abnormal regions and normal ones. The result of their proposed method is illustrated in �gure3.3
.
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(a)
(b)

(c)

(d)

Figure 3.3: Sampled images and their surfaces. (a) �architectural distortion�; (b)
surface of �architectural distortion� sample; (c) �normal tissue�; (d) surface of �normal
tissue�.[116].

2.4 Detection of Bilateral Asymmetry

Asymmetry between the left and the right mammogram of one subject is an important radiological
sign of breast cancer[94]. This asymmetry is indicated by the presence of a greater volume or
density of breast tissue without a distinct mass, or more prominent ducts in one breast as compared
to the corresponding area in the other breast[92][83].
Miller et al.[94] proposed an algorithm based on anatomical features to detect breast asymmetry.
Where semiautomated texture based procedure were used to segment the glandular tissue, while
measures of shape and registration cost between views were used to detect asymmetry.

3 CADi System

The idea of automatic studies on analysis of medical images has been emerged in 1960s. Where
the computer was used to detect anomalies, thus; the computer output is more accurate than the
result of human beings. However; in automatic diagnosis, computer output can be utilized by
radiologists as an aid in making-decision but not replace them. This concept known as computer
aided diagnosis, which is referred as CADi or CADx[96].
Diagnosis of breast cancer automatically based on three steps such are: feature extraction;
which is used to extract characteristics of the detected anomalies, feature selection; which is
used to select the e�ective characteristics that makes the di�erentiation between positive and
negative anomalies, and classi�cation; which is used to indicate the type of anomalies depending
on the selected characteristics.
In this section; we have explained the process of CADi on the most common types of breast cancer
as it is illustrated in the following subsections.

3.1 Feature Extraction

Discrimination between malignant and benign mammographic lesions acquires a recognition to
several patterns that indicate both types. Hence; extraction of features that characterize each one
of type is recommended indeed.
The extracted features from digital mammogram can be textural, structural or statistical[113].
We have reviewed these features in recognizing the two types MicroCalci�cation and Mass.
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3.1.1 MicroCalci�cation

To identify the type of microcalci�cation; radiologists use several characteristics such as: the mor-
phology and location of the cluster, the morphologies of the individual calci�cation particles, and
the distribution of particles within the cluster. Hence; there are four major classes of features that
have been deduced from radiologists' strategy, such are: Features that represent the morphology
and location of the cluster, features that characterize the morphology and optical density of the
individual calci�cation particles, features that describe the spatial distribution of the individual
particles within the cluster, and �nally features that represent the texture of the background tissue
the calci�cations are embedded in[98].
From the literature; variant methods have been proposed based on this taxonomy.

3.1.1.1 Morphology of the cluster :
The features that describes the morphology of microcalci�cation's cluster consist in: the area and
the perimeter, the circularity, rectangularity, orientation, and eccentricity of the cluster. Where
the basic one that commonly used by researches consists in the number of individual calci�cation
particles in the cluster which can trivially be obtained from a segmentation of the individual
calci�cations(i.e. [105][98]). Beside that, other researches prefer to calculate the convex hull of
the centroids or the contour pixels of the particles in a cluster to represent the cluster's shape[98].

3.1.1.2 Location of the cluster :
The location of the cluster may be taken as a feature to di�erentiate malignant lesions from
benign ones. Thus; it has been proven that malignant lesions are more often located in the upper
outer quadrant than other quadrants of the breast. For instance; Veldkamp et al.[106] extracted
features of the clustered microcalci�cations based on their location,and that by calculating the
relative distance of a cluster to the pectoral muscle and the breast edge.

3.1.1.3 Morphology of individual calci�cation :
Beside using features of cluster's morphology; the characteristics of morphology of the individual
calci�cation are obtained to distinguish between the two types. The nature of these features
are statistical, which consist in mean, standard deviation, minimum, maximum, and medium.
in the other hand; there are several approaches that have been used to describe the individual
calci�cation such as: normalized Fourier descriptors[107] and Radon transform[108].

3.1.1.4 Optical density of individual calci�cations :
Mammographic anomalies are noticed by high density. Hence; this latter is used as a measure to
discriminate between anomalies. Statistical features are used in discrimination such as the mean
and variance of the gray values ,and the contrast of individual particles[98]. Another features are
considered to use like as thickness and volume of individual particles based on a mathematical
model of image formation[109][98].

3.1.1.5 Distribution of individual calci�cations :
The spatial distribution of individual calci�cations within a cluster is described by statistical
features, which consists in the distance between individual particles, the distances of the particle
centroids to the cluster centroid, and the mean number of nearest neighbors of the particles in a
cluster which is discovered by Leichter et al.[110].

37



3. PROCESSING TECHNIQUES

3.1.1.6 Texture of the background tissue :
The presence of calci�cations in breast, are noticed by a change in the texture of mammogram's
background tissue. Hence; the type of features that used in classi�cation of calci�cations are
textural. In the literature reviews, variant approaches have been used to extract texture features
such as: gray-level co-occurrence matrices,Texture analysis based on wavelet packets[111] and
multi-wavelet packet features[112].

3.1.2 Mass

Once the masses are separated from its surrounding normal tissue, a collection of features are
extracted from its characteristics in order to be used in discrimination between benign and ma-
lignant masses[97].
Mammographic masses are characterized by shape, margin, texture, optical density and embedded
calci�cation . Thus; Variant methods have been proposed based on these characteristics to extract
features[98].

3.1.2.1 Shape:
E�ective representation of the mass' shape by features lead to accurate result of classi�cation.
Thus; several groups used morphological features to represent the shape of mass such as: area and
the perimeter as well as the circularity, rectangularity, orientation, and eccentricity[98]. An other
kind of feature can be used to represent shape's mass like as pixel border. That by calculating
the Euclidean distance of each pixel on the object contour to the object's centroid[99][98].

3.1.2.2 Margin characteristic
Margin characteristics are considered as an important measure. Hence, variant methods used
pixels that are include the margin of mass to extract features. Rubber Band Straightening Trans-
form (RBST)is an approach proposed by Sahiner et al.[100], it consists in transforming a band of
margin pixels onto the Cartesian plane to extract features.

3.1.2.3 Optical density
Optical density of mass is represented by di�erent features which consist in the mean gray level
of the mass region, its local contrast, or by texture analysis features.

3.1.2.4 Texture features
Textures are a higher order features, thus; they are not used by radiologist. There are several
approaches that have been proposed to extract features from texture of mass such as commonly
used : gray-level co-occurrence matrices, gray-level run-length metrics and wavelet decompositions.

3.1.2.5 Embedded Calci�cation
It has been noticed that the region of segmented masses contain calci�cation. Hence; this noting is
used as a feature to characterize mass. Shi et al.[114] proposed the number of microcalci�cations
presented in mass' region as a feature.

3.2 Feature Selection

An increase in the feature space's dimension leads to a decrease in the performance of discrimi-
nation task. Thus; the distribution of instances becomes increasingly sparse. In order to obtain
accurate result in discrimination between malignant and benign lesions; it is necessary to select
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the e�ective features that determine the cardinality of lesion. That, because features employed in
CADx are various as consequence we �nd features that are highly signi�cant for the discrimination
of mammographic lesions and others are redundant.
Selecting ideal features in CADx system consists of two classes, which are: �lter approach; which
is used to select features based on a metric, and wrapper approach; which is employed to wrap the
classi�er in order to �nd optimal features subset and that by following a nonexhaustive searching
strategy[98]. A lot of e�ort have been used to select the e�ective features, we mention the two
techniques; which are well known:
forward selection (FS) and backward selection (BS), these two approaches works together but
in di�erent strategy in selecting features, where the �rst one starts its process by one variable
then then adding other ones progressively incorporated into larger and larger subsets, while the
second one takes all features as a set then deleting temporarily features which have largest value
of selection criterion[127].

3.3 Classi�cation

Classi�cation of mammographic lesions into malignant or benign is based on a set of variant lesions
which are already identi�ed, this concept known as supervised classi�cation[98].
There are several methods have been proposed to determine the type of mammographic lesions,
we mention the ones that are commonly used in CADx system such as:

� Arti�cial Neural Networks (ANNs);

� K Nearest Neighbors (KNN);

We have explained the utility of each method in identifying the cardinality of mammographic
lesion.

3.3.1 Arti�cial Neural Networks (ANNs) :

Numerous studies have been used to develop intelligent systems; in order to solve some problems
like as pattern recognition. Some of these studies are inspired by biological neural network as;
Arti�cial Neural Networks ANNs, which is used in the part of classi�cation to assign an input
identi�ed by a feature vector to one of many prespeci�ed classes[101].
For instance; Chan et al.[102] exploited the bene�t of ANNs to predict whether the presence of
microcalci�cations is associated with malignant or benign pathology. First, Authors used Spatial
Grey-level dependence (SGLD) matrices to extract texture features from mammograms, then;
a stepwise feature selection is used to maximize the separation between malignant and benign
classes, �nally; ANNs classi�er was trained and tested to recognize malignant and benign features
as a result classifying the receiver pattern into one of the two classes.

3.3.2 K Nearest Neighbors (KNN)

The task of classi�cation consists in predicting the cardinality of unlabeled class based on obser-
vation of discrete class labels. K Nearest Neighbors, also known as Nearest Neighbors Classi�er;
it assigns target pattern to one of the k nearest neighbor pattern, depends on distance measure
like as Minkowski[103].
In the literature review, KNN was used for mammographic masses classi�cation[104]; where ten
texture and shape based features were used as a dataset to train nearest neighbors classi�er.
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Note

Feature extraction and classi�cation are steps include both systems CADe and CADx ,
as they take the same de�nition( as it is de�ned above). However, the task is di�erent,
for CADe the two steps are used to di�erentiate normal tissue from abnormal tissue while
CADx is used to distinguish between malignant and benign mammographic lesion.

4 Image Registration

Image Registration is known as spatial mapping [116]between two or more images, which are taken
at di�erent time, from di�erent imaging modality techniques or from di�erent viewpoints[115].On
purpose of �nding an ideal transformation or mapping approach, which will align the points in
one image to their corresponding points in the other. Thus, search strategy is required to optimize
similarity measure, which is used to determine the quality of the matching between images. As
well feature space, which contains information concerning images like as the raw pixel values[116].
From the literature review, Proposed methods are classi�ed into intra-image modality registration
and inter-image modality registration.

4.1 inter-image modality registration

In this type of registration, the matching is applied on the same type of imaging modality. We have
reviewed some methods that have been proposed for x-mammogram registration technique, which
are classi�ed into two basic categories feature-based and intensity-based, while other methods are
an hybrid of the two categories.

4.1.1 Feature Based

The most common features that have been used in X-ray mammography registration techniques
are Control Points which can be selected manually or located automatically on the nipple posi-
tions, breast boundary, or linear structures within the breast. However; selecting these features
remains di�cult task because of the compressibility of the breast that makes it a nonrigid struc-
ture. Moreover, it requires identi�cation of anatomical features points in each mammogram to be
registered.
Sivaramakrishna et al.[117] approached this problem by mapping texture of mammogram by tex-
ture transformation as a result control points are selected. Then, to match the two images TPS-
registration(Thin Plate Spline) were applied. TPS is a technique used "to interpolate data as a
surface of an in�nite plate under the imposition of point loads".

4.1.2 Intensity Based

Intensity-based registration methods use pixel values to match images. Brzakovic et al.[118]
proposed an algorithm based on three steps. First; the principal axis methods have been used to
register the two mammograms. Then, hierarchical region-growing technique was used to partition
the mammograms. Finally; a various of methods such are rotation, translation and scaling were
used for the result of partitioning registration.
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4.1.3 Hybrid registration

In order to obtain an e�ciency result, some researches preferred to use a combination of both
registration technique feature-based and intensity-bases. Such as Suri et al.[119] who proposed
an approach based on mask for registration strategy using adaptive segmentation technique. This
mask were used to extract ROI as a result mutual information were used.

(a) (b)

(c) (d)

Figure 3.4: Overlaid images. First row: before registration; Second row: after
registration[119].

4.2 intra-image modality registration

The bene�t of image registration technique between di�erent imaging modality consists in taking
accurate decision about the detected anomalies. Thus, this latter in a one type of imaging modality
may not be clear unless combining its information with another type of imaging modality. In the
literature review; X-ray mammography has been combined with MRI and Ultrasonography.

4.2.1 X-ray mammography and MRI registration

Since X-ray mammography has spatial whilst MRI provides a good tissue speci�city, registration
of both technique provides complementary pathological information for breast cancer diagnosis
and surgical/treatment planning[120]. For instance; Martí et al.[121] presented an novel approach
to correspond areas in X-ray and MR images of the same breast.

4.2.2 X-ray mammography and Ultrasonography registration

Detecting abnormalities in mammogram remains big challenge, specially in women with breast
dense. Missing abnormalities by Using a combination of ultrasound and mammography has been
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proven that it is much smaller than using mammography alone, as its e�cacy has been investigated
by Malur et al.[122].

Note

Architectural distortion and bilateral asymmetry are considered as a sign of breast
cancer[130][131]. Then; once it has been detected one of these two signs, another process of
searching about abnormalities including this change, is launched to identify its cardinality.
Few e�orts have been used for diagnosis of these two sign of breast cancer. In the literature
review; architectural distortion is also more di�cult to diagnose because it can be subtle
and variable in presentation[133], it is classi�ed as malignant when the change integrates
visible lesion such as mass and calci�cation, while it is benign in the presence of scan and
soft tissue damage due to trauma[129]. As for bilateral asymmetry, it has been used to
detect mass as Ericeira et al.[132] did.

5 Conclusion

Since the reviewing of mammograms by human observes may be inaccurate result, advanced
researches have been investigated to make it accurate such as CADe system; which is used to
detect abnormalities that may be missed by traditional detection, CADx system; which is used
for automatic diagnosis , in other words classifying abnormalities into malignant or benign. More
care about the accuracy of automatic diagnosis, image registration technique has been proposed to
collect as much as possible information from several modality techniques to take decision whether
the diagnosed mammogram contains cancer or no.
We have explained these advanced techniques for the early detection of breast cancer automatically,
by referencing methods that have been used in each technique. As we noticed that the accuracy
of the results of breast cancer prediction is still remains a big challenge for these techniques.
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4. DETECTION OF PECTORAL BOUNDARY & IDENTIFICATION OF INTENSITY

1 Introduction

Detection diseases in their early stage can increase treatment options and survivability of patients,
among these diseases; breast cancer. Mammography is considered as the best tool in identifying
the subconscious lesions in breast[95]. However; the interpretation of this kind of medical imaging
techniques remains a hard task as well it could lead to inaccurate detection. Thus, dense breast in
mammogram may contain abnormal structures which are similar to the normal ones as consequence
reading mammogram is a big challenge[136].
Before detecting abnormalities, the quality of mammogram must be improved as well irrelevant
elements(radiopaque artifacts and pectoral muscle) must be segmented out from mammogram.
This chapter consists two main parts, the �rst one describes detection the boundary of pectoral
muscle , while the second part represents extraction subconscious lesions in breast.

2 Material

To evaluate our methods, mini-MIAS[123] database is used. It is a reduced version of the original
digital mammography database, this latter has been produced by Mammographic Image Analysis
Society MIAS. It contains 322 mammograms and include the common abnormalities encountered
in screening as well as the normal cases. All mammograms have been digitized to spatial resolution
200 µm and padded to obtain images with size of 1024×1024 pixels.
Detailed information[124] o�ered by mini-MIAS database consists in :

� referenced number of each mammogram

� Character of background tissue: Fatty F, Fatty-glandular G or Dense-glandular D (see 2nd
column of Table4.1) .

� Type of abnormality represented in mammogram: Calci�cation CALC;Well-de�ned/circumscribed
masses CIRC; Spiculated masses SPIC; Other, ill-de�ned masses MISC; Architectural distor-
tion ARCH; Asymmetry ASYM and Normal NORM. The 3rd column of Table4.1 represent
these information.

� Severity of abnormality Benign B or Malignant as it is illustrated in fourth Table4.1.

� Image-coordinates of center of abnormality x,y (5th ,6th column ).

� The seventh column of table4.1 represent approximate radius (in pixels) of a circle enclosing
the abnormality.

mdb001 G CIRC B 535 425 197
mdb009 F NORM
mdb058 D MISC M 318 359 27
mdb081 G ASYM B 492 473 131
mdb115 G ARCH M 461 532 117
mdb145 D SPIC B 669 543 49
mdb218 G CALC B 519 629 8

Table 4.1: Detailed information about Mammograms[124]
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3 Pectoral Muscle Boundary Detection

Pectoral muscle region is appear as a triangle at the top of mammogram in MLO view, this
appearances can bias the result of CAD algorithms. Hence; removing this region from mammogram
is very important. We have proposed a novel approach based on the similarity between intensity
to detect pectoral muscle boundary. The following subsections illustrate the contribution of our
method.

3.1 Challenges

The region of pectoral muscle has several characteristics that make its removal from mammogram
a big challenge and inaccurate sometimes. These characteristics consists in[31]:

� The absence of this region in some cases ;

� Pectoral muscle region and breast tissue are similar in textural information ;

� The boundary of pectoral muscle is variant from mammogram to another, it is concave in
one and convex in another one;

� The mammograms have been taken from di�erent patients

� Varying position, shape, size and texture from mammogram to another ;

� Overlapping features which lead to unclear and superimposed boundaries.

Hence; to �nd an approach which segment totally pectoral muscle region over a wide variety of
mammogram , still remains big challenge.

3.2 Hypothesis

Various approaches have been proposed to extract pectoral muscle region, whether based on gray
level thus; pectoral muscle is presented by a dense and high intensity in digital mammogram,
based on texture feature since this latter identify its region; or based on soft computing because
its removal considered as complicated task.
However; the majority of these methods have been employed on the region itself; whilst accurate
removing to the pectoral muscle region based on accurate detecting to its boundary.

3.3 Similarity Between Intensity

In �led of Natural Language Process(NLP) and Information Retrieval (IR); words are characterize
by polysemy and synonym, hence; choosing adequate word that refers to the intended meaning
create big challenge to the human. In order to overcome this challenge, there was a necessity
of �nding out relationship between words. Thus ontologies are proposed to provide a formal
speci�cation of a shared conceptualization between words (i.e.taxonomy). As well methods to
measure semantic similarity between words and concepts such as based on Paths (the length of
the path that connect the concepts and their positions in the ontology), or based on Information
Content(IC); which is de�ned as the probability P(c) of the presence of a concept (c) in ontology
.The IC of concept can be quanti�ed as follows .

IC(c) = log−1 P (c). (4.1)
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Di�erent approaches have been proposed for measuring semantic similarity between words such
as Jiang et al.[125] who de�ned similarity between words as :

Sim(w1, w2) = IC(c1) + IC(c2)− 2× IC(LSuper(c1, c2)). (4.2)

where c1, c2 refers to the set of possible senses for word in ontology w1, w2 respectively, while
LSuper (lowest super-ordinate) refers to the shortest path from c1 to c2 in ontology.
We have proposed to use features of semantic similarity between words to quantify the similarity
between pixels in intensity for gray-level images as it is illustrated in equation 4.3.

Sim(p1, p2) = IC(P1) + IC(P2)− 2× IC(LSuper(P1, P2)) (4.3)

IC(P) refers to the probability of the presence of the pixel P, whilst in a selected region (i.e slid
window) while LSuper refers to the the nearest intensity value to both pixels(P1 and P2) in the
selected region.
Example : The similarity between P1 = 238 and P2 = 240 in the following part of gray-scale
image is :
Sim(P1, P2) = IC(P1) + IC(P2) + 2 ∗ IC(LSuper(P1, P2))) = 0
IC(P1) = −0.3
IC(P2) = −0.3
in this case LSuper(P1, P2) = 238, so IC(LSuper(P1, P2)) = 0.6.

238 240 241
238 240 241
239 241 241

the IC(LSuper(P1, P2)) is one of its neighborhood ,it is selected as follows: the matrix is reshaped
to array which takes ascent order. then, the nearest intensity is the previous position of the smallest
intensity between (P1, P2) in array.
The result "0" means that P1andP2 are similar in intensity .

3.4 Proposed Method

Pectoral muscle removal is an important step before applying the CAD techniques; because this
latter will be applied only inside the breast region. Accurate removing of pectoral muscle based
on accurate detection of pectoral muscle boundary.
Our method consists of three steps, �rstly; the quality of image is improved , secondly; the ra-
diopaque artifacts are eliminated, �nally; the boundary is identi�ed. The following block diagram
(�gure 4.1 ) illustrates these steps.

3.4.1 Noise Removal

For the sake of improving the quality of image; we have used median �lter approach, which is
considered as an e�ective method for medical images noise.

3.4.2 Radiopaque Artifacts Suppression

On the part of removing radiopaque artifacts from mammogram; we have implemented the algo-
rithm that has been proposed by Nagi et al.[22], it is based on morphological operations.
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Input: Original mammogram

Noise removal using median �lter

Artifacts suppression using Morphological operations

Pectoral muscle boundary detection

Output: pectoral muscle boundary

Figure 4.1: Block diagram for pectoral muscle boundary detection

First;the image is converted to binary image ,next; this latter is labeled using threshold T=18,
then; the region which has big number of pixels has been extracted, after; morphological oper-
ations were applied to remove noise produced due previous steps, �nally; the resulting image is
multiplied by original image to obtain breast tissue. Figure4.2 illustrates all mentioned steps.

(a) original mammogram
(b) mammogram without radiopaque ar-

tifact

(c) binary image (d) large region

Figure 4.2: Artifacts Suppression using morphological operation
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3.4.3 Pectoral Muscle Boundary Detection

In order to detect the boundary of pectoral muscle, we have proposed an algorithm based on
similarity between pixels in intensity. Thus, a pixel include pectoral boundary has been selected,
then the similarity between this latter and the rest of image pixels is computed after extract-
ing the neighbors of each one,�nally; the pixels which have similarity value less than threshold
(0.2 which satisfy the majority of images) are selected, as a result pectoral muscle boundary is
detected.

Algorithm
Begin
input: original image
output: pectoral boundary
if the breast orientation is left then
�llip input

end if
Ps ← Select a pixel that include pectoral boundary;
Enhance input ;
Foreach : pixel P in input
region← extractneighborsofP i;
if similarity(Ps, P i, region) < 0, 2 then
Input(i)← 1;

else
Input(i)← 0;

end if ;
Endfor.

The result of our method consists in binary image, where the white pixels refer to pectoral muscle
boundary. Figure 4.3 illustrates the result.

(a) (b)

Figure 4.3: Pectoral muscle boundary

3.5 Experimental Result & Discussion

The proposed method has been applied on Mini-MIAS database, as it detects the edge of pectoral
muscle even in the presence of some kind of artifact such as Top artifact (see �gure 4.4 ) which
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still remains challenge.

(a)
(b)

Figure 4.4: (a) Common artifacts occurred in MIAS database images[126], (b) The
result of our proposed method in the presence of top artifact

However, Our approach faces some problems which consist in :

� Sometimes, the breast pro�le boundary is delineated, thus; the intensity of both boundaries
are similar(see �gure 4.5 & 4.4).

(a) (b)

Figure 4.5: breast pro�le boundary

� The pectoral muscle boundary is not always detected because the selected pixel is not include
the pectoral muscle boundary (see �g.4.6).
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Figure 4.6: invalid pectoral muscle boundary

4 Identi�cation Of Intensity

Abnormalities in mammogram are noticed by high intensity region within its surrounding regions.
Thus, we have exploited the lack of our method which consists in delineating these regions to
determine the cardinality of intensity.
The same algorithm has been used to select pixels which have similarity value higher than the
threshold, then; the target region is isolated from resulting image, �nally; features are extracted
to classify it as a normal intensity or abnormal one.
we explain the process of features extraction and classi�cation in the following subsections.

4.1 Feature Extraction

In order to distinguish between normal regions and abnormal ones, characteristics of each one are
extracted. we have used statistical features thus, it has been previously proven that these kind of
features give more information since they represent the gray level intensity measures. Moreover,
they are useful in making decision for classi�cation[135].
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Feature Expression Measure of texture

Mean µ =

∑
ij xij

N
Mean pixel intensity

Standard Deviation σ =

√∑
ij(xij − µ)2

N
The standard deviation of pixel intensity in the region of interest

Smoothness R =
1

(1 + σ2)
Measures the relative smoothness of intensity in a region

Skewness

∑
ij(xij − µ)3

Nσ3
A measure of the asymmetry of the pixel values around the image mean

Uniformity
∑L−1

i=0 P (i)2 Measures the uniformity of intensity in the histogram

Kurtosis

∑
ij(xij − µ)4

(N − 1)σ4
A measure of whether an image's intensity distribution is peaked or �at relative
to the normal distribution

Average histogram AHg =
1

L

∑L−1
i=0 N(i) Estimation of the probability of occurrence of a gray level

Modi�ed standard deviation σm =
∑

ij(xij − µ)2P (xij) A measure of average contrast

Modi�ed skew MSK =
1

σ3

∑
ij(xij − µ)3P (xij) A measure of the asymmetry of the pixel values around the image mean

Table 4.2: Summary of statistical features[135]

4.2 Classi�cation

Since we have used statistical features, it was necessary to choose a classi�er that adapts with
such type of features. Support vector machine(SVM) is a supervised machine-learning tool, it is
based on statistical result learning theory. It is used to solve many problems such as classi�cation;
especially binary ones, and that by �nding an hyperplane that segment the classes as consequences
classi�cation errors are minimized[127][135].
As the human thought, SVM learns by examples. Each example is represented by m numbers of
data points(x1, x2, ..., xm), followed by label, which is in our case 1 or 0; 1 representing normal
case while 0 representing abnormal one. The two cases are separated by generating the training
examples[135].
SVM Classify an input into the nearest one of classes, thus; each example is represented by a
vector( its data points) in dimensional space.

4.3 Training Data

The training data includes the class attribute and 9 attributes which consist in the statistical
features, which are extracted from 62 mammograms from mini-MIAS database, including 15 nor-
mal mammograms and 47 abnormals ones, which include all abnormalities introduced by the
database(i.e. Spiculated masses).
we present instances from dataset.

Mammogram Mean St-dev Smoothness Skewness Kurtosis Mod-St-dev Mod-Skew Avg.Histogram Uniformity Class

mdb004 51.713 99.045 0.9999 1.3992 2.972 6.949e+05 69800 1947.6 0.6186 1

mdb320 39.102 89.204 0.99987 1.8474 4.4249 1.1051e+6 68992 2345.8 0.70439 1

mdb002 24.562 72.906 0.99981 2.6423 8.0165 1.7072e06 58602 2533.7 0.80653 0

mdb184 8.722 45.497 0.99952 5.0357 26.415 3.0475e+06 35394 2373.3 0.93039 0

Table 4.3: Extracted statistical features

4.4 Testing Data

Our testing data contains 44 mammograms, where 22 are normal and the rest are abnormal. we
trained SVM classi�er to give 0 to the abnormal intensity and 1 to the normal one. The result is
illustrated in the following table4.4.
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Type Normal Abnormal Total
Class 22 22 44

Recognizes results 14 16 30
Classi�cation rate 63.64% 72.73% 68.20%

Table 4.4: Result for breast intensity classi�cation using SVM classi�er

4.5 Discussion

The methodology that we suggested focus just on the regions with high intensity, thus we ex-
tracted statistic features that describes intensity which consists in mean, standard deviation,
skew, kurtosis, modi�ed standard deviation, modi�ed skew, uniformity and average histogram.
As consequences the classi�er accuracy obtained is 68.20%, as we expected that the accuracy can
be increased more, because the majority of abnormal mammograms which are classi�ed as normal,
they contains MISC which refers to other ill-de�ned masses. As for the wrong classi�cation to
normal one remains to the absence of a clear intensity regions in the tissue of breast.

5 IOBI System

The intensity of normal and abnormal region are indistinguishable for radiologist. In order to solve
this problem; we propose IOBI system(Identi�cation Of Breast Intensity). It helps radiologists to
recognize the cardinality of intensity , whether it is normal or abnormal one.
IOBI system enables radiologist to upload the mammogram , that by pressing "choose img " but-
ton, then pressing "High Int Regions" button to extract regions with high intensity. As because
pectoral muscle region characterized by high intensity, it is extracted by the one presented in the
breast tissue, hence; it is necessary to isolate the breast intensity region, and that is done by
"Target Region" button.
To identify the selected intensity region, IOBI presents two button, one to extract features corre-
sponding to the region "Extract Region", while the other one gives the adaptable class to region
based on the result of the extracted features "Class".
Figure4.7 illustrates what we have described in the previous paragraph.

Figure 4.7: Result of IOBI System
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6 Conclusion

In this chapter, we presented a method which measures similarity between pixels in intensity as
consequences we could detect the boundary of pectoral muscle as we used this method to extract
regions with high intensity in mammogram. As we have investigated that accurate removing of
the pectoral muscle based on accurate detection of its boundary.
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General Conclusion

This thesis has focused basically on developing an approach for detecting the edge of pectoral
muscle, which is an irrelevant element that must be removed from mammogram thus, its presence
in mammogram can bias the result of CAD algorithms. As because abnormalities some times
seem as a normal breast tissue, we proposed a IOBI system to distinguish between normal and
abnormal tissue.
But before suggesting the proposed solutions, we reviewed the characteristics of some of im-
age modality techniques that have been used to visualize inside breast which consist in X-ray
Mammography, breast ultrasound, Magnetic Resonance Imaging(MRI), Positron Emission Mam-
mography(PEM) and Computed Tomography Laser Mammography(CTLM) as well presented the
advantage of each technique, its limitation in detecting breast cancer and its e�ect on human being
physically and mentally. As a result we concluded that X-ray mammography is best examiner one
for women thus its e�ect are less than the others except ultrasound, while this latter cannot be
used as an e�ective one because it is used for women aged less than 40 years.
Then, we discussed the proposed methods that have been used to prepare mammogram for fur-
ther process(CAD algorithms). The preparation consists in improving the quality of mammogram
which is a�ected during acquisition, Among the methods that we cited, median �lter which is
considered as an e�ective one that restore mammogram from disturbances since it remove straight
line which the mammograms are well known by this kind of noise. Removing irrelevant elements
from mammogram is crucial task thus, cancer is located inside the breast, these elements consist
in radiopaque artifacts which are removed by morphological operations, pectoral muscle region
which its removal from mammogram remains big challenge because of its various characteristics
such as varying position, shape, size and texture from mammogram to another. Hence, we found
di�erent methods based on di�erent characteristics of this region such as based on gray-level,
based on texture features, or on soft computing. The majority of these methods were used to re-
move totally pectoral region where we have noticed that accurate removal of this region based on
accurate detection of its boundary, hence we have proposed to detect this boundary by computing
the similarity between pixels in intensity.
Finally, we reviewed techniques that have been suggested to detect and diagnosis breast cancer
automatically which consist in CADe, it is used to detected anomalies, CADx, it is used to identify
the type of anomalies(benign or malignant) and image registration technique which is proposed
to combine information from several image modalities in order to gather more information about
anomalies. As because breast cancer has di�erent views in mammogram such as mass, microcal-
ci�cation, architecture distortion and bilateral asymmetry, the literature review contains various
methods and process but till now the performance of these techniques are in need to be increased.
Our proposition in this part consists in identifying the presented intensity in mammogram, thus
anomalies are noticed by high intensity regions in mammogram while normal ones can take high
intensity regions too. IOBI system is proposed to distinguish between the two high intensity re-
gions.
The obtained results were promising thus, the proposed method detects the e�ective boundary
of pectoral muscle as well extracts regions with highest intensity as a result using this latter by
IOBI system to identify whether it is normal or abnormal one. IOBI achieved 68.20% which is
acceptable since the majority of abnormal mammograms which are classi�ed as normal contains
masses that are not identi�ed till now, as the normal one which are classi�ed as abnormal does
not contain a clear intensity and that can be solved future work.



Perspective

From the obtained results, we have noticed that several ideas can be realized in order to increase
the accuracy of early detection of breast cancer which consist in:

� Improving the quality of resulting image of pectoral muscle boundary as consequence using
it to remove its region from mammogram with high accuracy.

� Improving the accuracy of IOBI by �nding solution for ill-de�ned region and intensity which
is not clear .

� Using the extracted region by IOBI system to extract anomalies and classifying it as benign
or malignant.
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Achieved scienti�c work

Publication of a paper �Pectoral muscle boundary detection using digital mammograms�, 3-4
December 2017, The �fth international conference for image and signal processing and their ap-
plications(ISPA'17), as the paper has been selected as the best one of ISPA'17.
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