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I. INTRODUCTION

The current world is the one of data, commonly used
applications such as social networks (Facebook, Twitter, etc.),
forums, messaging systems, research articles, online transac-
tions and corporate data produce heterogeneous data that is
enormous in volume and generated exponentially [1]. These
data can be very effective in developing business strategies
and planning effective business decisions, but the era of big
data and its characteristics put many challenges on the storage
and analysis of these data that require intelligent mechanisms
and tools to manage these data sets.

Big Data, as a concept, is defined around five aspects:
data volume, data velocity, data variety, data veracity and
data value [2], [3]. Although aspects of volume, variety and
velocity refer to the process of data generation, data capture
and storage. Veracity and value aspects deal with the quality
and the relevance of the data. These two last aspects become
crucial in any decision making process, where the quality of
decision making is strongly influenced by the quality of the
used data.

Smart Data (focusing on veracity and value) has been
introduced, aiming to filter out the noise and to highlight the

relevant data, which can be effectively used by companies and
governments for planning, operation, monitoring, control, and
intelligent decision making.

The aim of this paper is to propose a BI solution in a
Big Data environment that can filter the noise and extract the
relevant information for an intelligent decision making. Multi-
agent systems (MAS) can manage complex and distributed
computer scenarios, according to that, a new BI framework
based MAS is suggested.

II. PROBLEM STATEMENT AND DEFINITION

The central research question will be " How can we extract
Smart Data to improve the quality of decision making in a Big
Data environment ? " This study intends is to find answers to
the following questions:

• How to cover the problems of heterogeneous and incom-
pleteness of data ? and how to deal with unstructured data
?

• How to ensure the veracity of data that is extracted from
external sources ?

• How to extract Smart Data ?

III. EXTRACTING SMART DATA WITHIN AHP

The term Smart Data is utilized to denote the challenge of
transforming raw data into data that can be processed later to
obtain valuable information [4]. Smart data discovery involves
filtering big data holding useful information, becoming a sub-
set of data that is important for companies and researchers [5].
Obtaining a reduced / filtered amount of data may involve a
large reduction in data storage costs and it influences decision
makers to make the right decision.

Fig. 1. Extracting Smart Data from Big Data [6]
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Figure 1 illustrates an overview of filtering noisy data and
extracting Smart Data (relevant information). The different
steps of the process are listed in the following paragraphs:

Step 1 (Extract information from Data). "Although data and
information are different, many people speak of them as if
they are synonymous, which is almost never true" explains
Michael Wu in his web article [5]. Data is simply a record
of the events that took place. It is the raw data that describes
what happend, when, where, how, who is involved, etc. Data
does give us information, they are not the same. Information
is only the non-redundant parts of the data [7], the maximum
amount of extractable information can be measured through
lossless compression algorithms.

Step 2 (Extract relevant information). Information must
satisfy some criteria to provide relevant information that are
valuable. Autohrs in [8] define three key attributes for data to
be smart, it must be accurate, actionable and agile:

• Accurate: data must be what it says it is with enough
precision to drive value. Data quality matters.

• Actionable: data must drive an immediate scalable action
in a way that maximizes a business objective like media
reached across platforms. Scalable action matters.

• Agile: data must be available in real-time and ready to
adapt to the changing business environment. Flexibility
matters.

The Analytic Hierarchy Process (AHP), presented by Thomas
Saaty (1980), is an effective tool for dealing with complex
decision-making and can help the decision-maker prioritize
and make the best decisions. By reducing complex decisions
to a series of paired comparisons and then synthesizing the
results, AHP helps to understand the subjective and objective
aspects of a decision. In addition, AHP incorporates a useful
technique for checking the consistency of evaluations of
decision-makers, which reduces bias in the decision-making
process.
In our case we use the AHP process to filter the noise and
selected only the Smart Data According to the following steps:

1) Define the problem, which is in our case "How to extract
Smart Data from Big Data?".

2) Structure the top decision hierarchy with the objective
of the decision which is "Extracting Smart Data", and
then the objectives from a broad perspective, through
intermediate levels (The three factors already cited: data
must be accurate, actionable and agile) to the lowest
level (usually a set of Alternatives which is in our case
Big Data).

3) Construct a set of pairwise comparison matrices.
4) Use the priorities obtained from the comparisons to

weigh the priorities in the level immediately below. In
our case the weight represents the level of relevance of
the information, Therefore the selected Smart Data are
the data which have a high weight.

Fig. 2. AHP flow method [9]

IV. AN OVERVIEW OF THE DECISION-SUPPORT CYCLE

The decision support cycle in the proposed framework
includes four sub-processes (Figure 3) :
• Data Extraction. External sources (social networks, fo-
rums..etc.) generate heterogeneous data that have an unstruc-
tured and semi-structured formats, for that we propose the use
of some Apache Hadoop components (Apache Flume,Apache
Sqoop and ODBC/JDBC Connectors) that are very useful for
ETL, and we use the Hadoop Distributed File System (HDFS)
for data storage and MapReduce for preprocessing. Hadoop
brings at least two major advantages to traditional ETL [10]:

• Ingest massive amounts of data without specifying a
schema on write.

• Offload the transformation of raw data by parallel pro-
cessing at scale.

On the other hand, we use agents to perform ETL process to
the structured data generated by the existing systems like the
OLTP (OnLine Transaction Processing).
• Data Preprocessing. Data preprocessing is the process
of extracting Smart Data. In addition to data parsing, the
preprocessing stage is composed of two main sub-processes:
redundancy elimination and relevant information extraction in
which we use the AHP to extract the Smart Data.
Structured data will be preprocessed in the staging area while
semi-structured and unstructured data will be preprocessed
with MapReduce in the HDFS. After the preprocessing step,
data will be loaded into the Data Warehouse (DW) for analysis.
• Data Analysis and Visualization. The last step in the
Decision-Support Cycle is the data analysis and visualization.
In this step agents perform specific task assigned to them like
Data Mining (DM) and Online Analytical Processing (OLAP)
in order to visualize the results to support the decision making.
The aimed system is composed of the following set of com-
ponents:

• External data integration component
• Hadoop Distributed File System ( HDFS )
• Staging Area
• Data warehouse
• User-interface component
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Fig. 3. An Overview of the Decision-Support Cycle

V. THE PROPOSED FRAMEWORK

A. Description of the Framework

Intelligent agents are utilized nowadays in each field of
life to take care of complex issues by distributing the work.
Agents are software programs that take the autonomous action
in different states to achieve design goals. As indicated by [11],
responsive, proactive, autonomous and social are essential at-
tributes of agents. In a multi-agent based system, agents work
collectively and each agent performs specific tasks according
to the role assigned [12].

Figure 4 illustrates an overview of the proposed framework.
The different agents and their roles are listed in the following
paragraphs.

• Extractor and Integrator Multi-Agent Group
– Source Identification Agent (SIA): SIA identifies

the external data extraction sources and evaluates the
quality of data. This agent ensures that the extracted
data complies with these three main factors [13]:
1) Provenance factors, refer to the source of infor-

mation.
2) Quality factors, concentrate on factors that reflect

how an information object fits for use.

3) Trustworthiness factors, influence how end-users
make decisions regarding the trust of information.

– Extractor Agent (EA): EA builds up a connection
with the sources system and extracts data.

– Loader Agent (LA): The role of LA is to guarantee
effectiveness and consistency to enhance the perfor-
mance of data warehouse operations and decrease the
stacking time [12].

• Preprocessor Multi-Agent Group
Redundancy Elimination Agent and Filtering Irrelevant
Information Agent are situated in the staging area and
they are responsable for structured data preprocessing,
while Driver Agent and Workers Agents are responsable
for unstructured and semi-structured data preprocessing
in the HDFS.

– Redundancy Elimination Agent (REA): REA is
concerned with identifying and eliminating contra-
dictions and inconsistencies. REA removes duplicate,
missing and redundancy from data.

– Filtering Irrelevant Information Agent (FIIA):
His role is to identify irrelevant information and ig-
nore them, FIIA filter all the noise and only relevant
information that are actionable, accurate and agile
will be loaded into the Data Warehouse. FIIA applies
the AHP method and other techniques like Feature
Extraction (FE) and Feature Selection (FS) [14] to
filter the irrelevant information.

– Driver Agent and Workers Agents (DA and WA):
These agents apply the preprocessing process to
unstructured and semi-structured data stored in the
HDFS. They have the same role as Redundancy
Elimination Agent and Filtering Irrelevant Informa-
tion Agent. A MapReduce model is implemented,
from where the Driver Agent is located in the master
node, it is created to execute specific tasks, while the
real work is carried out by the workers agents who
are located in the slave nodes as illustrated in figure
5.

• Analyzer Agents (AA): The purpose of these agents
is to convert the amount of data stored in the Data
Warehouse into valuable information by applying a fast
and efficient analysis and creating various views and
representations of that data. The objective is to carry out
OLAP and Data mining on behalf of an agent or a user
and to report the results to the requesting entity and to
all other entities that should be informed.

• User-Interface Agent (UIA) The UIA enhances the
ability of the system user to use and entirely benefit
from the Decision-Support System. It is responsible for
all communications between the user of the system and
the other agents in order to transmit reports and results
to the end user.
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Fig. 4. The proposed framework

Fig. 5. Driver Agent and Workers Agents

B. Inter-Agent Communication

The sequence diagram based on the AUML language [15]
shown in Figure 6 describes the interaction between the agents
in the decision support system:

• Step 1 (Data extraction)
1) The user requests data through user interface.
2) The User-Interface Agent (UIA) receives and redirects

the requet to both Source Identification Agent (SIA) for
external data extraction (social media data) and Extractor
Agent (EA) for internal data extraction.

3) The Source Identification Agent (SIA) checks for the
evaluation methods and techniques to mesure the exter-
nal data quality. SIA allows data extraction only from
sources that meet the quality attributes defined by the
company.

4) The Extractor Agent (EA) extracts data from existing
system to the staging area.

• Step 2 (Data preprocessing)
1) Unstructured and semi-structured data will be prepro-

cessed (Data parsing, Redundancy Elimination and Fil-
tering Irrelevant Information) in the HDFS, Driver Agent
(DA) and Workers Agents (WA) implement a MapRe-
duce model for preprocessing the data. The resulting
Smart Data will be loaded into the Data Warehouse
by the use of Apache Hadoop components (Apache
Flume,Apache Sqoop and ODBC/JDBC Connectors).

2) Redundancy Elimination Agent (REA) parse, eliminates
redundacy from structured data and notifies the Filtering
Irrelevant Information Agent (FIIA) to filter the irrele-
vant information.
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Fig. 6. The communication between agents

3) The Loader Agent (LA) loads the data into the Data
Warehouse for analysis.

4) After storing all the data in the Data Warehouse, the
User-Interface Agent displays the results to the User.

• Step 3 (Analysis and Visualisation)
1) The user request data analysis through user interface.
2) The User-Interface Agent (UIA) receives and redirects

the requet to Analyzer Agents Group (OLAP Agents and
Data Mining Agents).

3) Analyzer Agents Group (AA) anlyses the data and
returns results to the User-Interface Agent (UIA) which
displays the results to the user.

• Step 4 (Decision Making)
1) The user reviews the results of the analysis and makes

decisions.

VI. DISCUSSION

There has already been a lot of work in the area of Big
Data and Business Intelligence, in particular with MAS. The
authors in [11], [12] propose a conventional BI solution based
agents, but the disadvantage in conventional BI solutions is

that they use only structured data, in contrast to modern
solutions that use Hadoop for processing the unstructured and
semi-structured data.

There exist other architectures and systems proposed based
agents [16]–[19], which supports the use of Big Data (struc-
tured, semi-structured and unstructured data), but most of these
works focuse only on the three challenges: ’volume’, ’velocity’
and ’variety’, and neglects the other challenges that are ’value’
and ’veracity’.

In this paper, we have tried to propose a BI framework
based agents in a Big Data Environment that can handle the
5Vs challenges:

• We have proposed the use of Hadoop for the prepro-
cessing of semi-structured and unstructured data. With
the distributed storage and the MapReduce programming
model, Hadoop can handle the first 3Vs: volume, velocity
and variety.

• For the fourth challenge, which is the veracity of the data,
we have proposed a Source Identification Agent whose
main role is to ensure some factors [13] like: provenance
factors, quality factors and trustworthiness factors.

• The fifth and last challenge is the value. This is the main
challenge that we have based on, where we described
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how to transform Big Data into Smart Valuable Data.

VII. CONCLUSION

In this paper, we have tackled the problem of noise in Big
Data, which is a crucial step in transforming such raw data into
Smart Data. We have proposed a Multi-Agent Framework for
Business Intelligence driven Smart Data in a Big Data Envi-
ronment. In the proposed framework, agents work collectively
to perform tasks according to the roles assigned. The system
contains different groups of agents to reduce the extraction
time, filter the noise and optimize the performance of decision
making. Hadoop is used to ensure fast data loading, fast query
processing and efficient storage. The highly tolerant nature
of Hadoop’s failures, flexibility, extensibility, efficient load
balancing and platform independence are also useful features
for the development of any distributed process.

The solution may be adapted to different contexts, enabling
the user to select the relevant data attributes and apply them
in a suitable way into a certain situation. Moreover, the imple-
mentation of the agent based scenario for analysis purposes in
different fields of life can be done.
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