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Abstract— This work investigates the detection 

threshold optimization of the distributed trimmed-mean 

constant false alarm rate (TM-CFAR) algorithm. The 

algorithm TM-CFAR is chosen to solve the serial 

acquisition of the PN sequences problem. The acquisition 

system uses several identical sensors; every individual 

sensor makes a local decision. The overall decision, which 

is zero or one, is obtained at the data fusion center, which 

is grounded by “AND” and “OR” fusion rules, in the case 

where signals are independent from sensor to other. Under 

Rayleigh fading channel assumption, the analytic 

expressions of false alarm and detection probabilities are 

derived. The proposed system generates non-linear multi-

variable equations, which are difficult to optimize using 

conventional optimization methods. To overcome this 

problem, an efficient methodology for simulation based 

particles swarm optimization (PSO) is suggested from a 

variety of meta-heuristic techniques. The obtained results 

demonstrate that, the proposed optimization method 

shows a powerful and useful tool to solve such problem in 

terms of achieving lower false alarm probabilities and 

higher detection probabilities. 

Keywords— ATM-CFAR, identical case, PN sequences, 

code acquisition, particles swarm optimization, Rayleigh 

fading channel.  

I.  Introduction  
The acquisition of PN sequence task is one of the most 

popular techniques. It is used in several applications, such as 

cellular network, optic communication and satellite 

communication systems. The acquisition of PN codes can be 

considered as a signal detection problem. The signal detection 

is a procedure which can be implemented in various 

applications such as radars, sonars, and communication 

systems. The Main goal of this procedure is thus the design of 

an optimal receiver according to certain criteria, which are 

determined by the type of signal detection environments. 

Achieving acquisition is one of difficult problems in low 

signal to noise ratio (SNR) environments. Also, the 

performance measurements of interest (i.e., the probability 

that the H1 decision is a correct detection “PD” and the 

probability that it is a false alarm “PFA”) degraded in these 

conditions [1]. Thus, constant false alarm rate (CFAR) 

algorithms are used in this work. 

The goal in distributed CFAR systems is to maximize the 

total probability of detection (Pd) while keeping the total 

probability of false alarm Pfa constant. So, the mathematical 

development of both the overall Pd and the overall Pfa, for a 

distributed system that contains more than one sensor, 

generates a system of non-linear equations, which is difficult 

to optimize. Consequently, the classical methods become 

inadequate to find the global optimum and so, the use of 

stochastic search techniques such as Genetic Algorithms 

(GAs) or Evolutionary Strategies (ESs) becomes necessary 

[2]. These techniques are based on the selection of better 

solutions, which are achieved using the reproduction 

operators. Not far from the latter techniques, the meta-

heuristic method of particle swarm optimization (PSO) was 

introduced by Eberhart and Kennedy in 1995 [3] and was 

inspired from the social behavior of living beings.  

Recently, some work on adaptive acquisition of PN 

sequence using multi-censor processing has been reported in 

[4]. In this work, authors develop the theory of order statistics 

CFAR (OS-CFAR) and censored mean level detector CFAR 

(CMLD-CFAR) detection using multiple sensors and data 

fusion, where detection decisions are transmitted from each 

OS-CFAR or CLMD detector to the data fusion center. The 

overall decision is obtained at the data fusion center based on 

“And” and “Or” fusion rule. They maximize the global 

probability of detection for a given fixed global probability of 
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false alarm by optimizing both the scaling factor T and the 

estimated noise level K of the above processors using PSO.  

The goal of the present work is to propose the use of this 

simple and efficient approach for the optimization of the 

distributed TM-CFAR detector thresholds efficiency, by 

optimizing the scaling factor T, the k1 cells trimmed from the 

lower end and the k2 cells trimmed from the upper end of each 

TM-CFAR processor. In this study, a particle swarm 

optimization algorithm is coupled with multi-censor adaptive 

acquisition serial search of PN sequence simulation program 

by means of a MATLAB code to enhance performances of the 

acquisition system.   

The paper is organized as follows: In Sect. 2, the proposed 
distributed adaptive acquisition system based on TM-CFAR 
processor is presented and described. In Sect. 3, this system is 
analyzed, and expressions for the detection and false alarm 

probabilities are given as a function of T, k1 and k2. In Sect. 4, the 
particle swarm optimization technique is reviewed. In Sect. 5, we 
evaluate the acquisition and detection performances of the 
proposed schemes based on simulation results. In Sect. 6, the 
concluding remarks are given. 

II. System Model 
 

The proposed system (Fig.1) is composed of N censors 

(antenna elements), each one is followed by an adaptive 

detector (AD) with correlation tap size R. Each AD consists of 

two blocks: the first block contains the conventional non-

coherent matched filter (MF) correlator; it is composed of two 

independent branches: the inphase and the quadrature phase.  

The second uses the constant false alarm rate technique to 

adjust the adaptive threshold of the decision process. The 

received PN signal is corrupted by noise and multipath 

interferences; it arrives at the input of each censor at the same 

time. Each AD makes a local decision, which is zero (no 

synchronization) or one (synchronization). The global decision 

to continue or to stop searching for the proper code alignment 

is made in the fusion center using the considered fusion rule 

(And or Or). 

If the fusion center declares that the present cell is the 

correct one (H1 cell), then the decision is made to stop search, 

the tracking loop is triggered, the phase of the local PN code is 

retarded by TC, where TC is the chip time of the PN code, the 

next cell is then examined, and the whole testing procedure is 

repeated. The parameter  is usually take the values 0.25, 0.5 

or 1, in our case  is equal to 1. On the other hand, if the 

fusion center fails to indicate that the present cell is the correct 

one (H0 cell), the acquisition scheme automatically adjusts the 

local and the incoming code phases to the next offset position 

and the search of the synchronized cell is repeated. 

 
Fig.1. Proposed multi-censor adaptive acquisition system. 
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The threshold value of the comparator in each AD is 

adjusted in accordance with the magnitude of the incoming 

signals. Accordingly, the noncoherent detectors outputs are 

sent serially into the N shift registers, each of length M+1 

called reference windows.  Each first register, denoted Yi, 

i=1,2,…, N, stores the output of the test phase. The acquisition 

system stores the output of the previous M offset positions in 

the following M registers, denoted by Yij, i=1,2, …, N and        

j = 1, 2, …, M. Using the TM-CFAR algorithm in each AD, 

the system can estimate the background noise power of 

incoming signals and reject automatically the interfering cells, 

without a priori information about the channel characteristics. 

In order to make a decision about the presence or the absence 

of the desired signal, the adaptive threshold values are 

calculated dynamically according to the desired false alarm 

rate values of the TM-CFAR used by the N adaptive detectors. 

M and N are the number of censors and the number of 

reference cells in each AD, respectively. 

 

III. Analysis of Decision 
Processors 

 

The received signal is then processed by the in-phase and 

quadrature phase channels, assuming a correlated chi-square 

signal with two degrees of freedom embedded in Rayleigh 

fading channel. Referring to Fig.1, the probability density 

function “pdf” of the hypothesis H1, )/( 1HyfY , in the output 

of each non-coherent detector  can be expressed as [5] 
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where   denotes the average signal to noise ratio (SNR), and 

the pdf of the sample H0 is  

  0,exp)/( 0  yyHyfY                   (2) 

Using the algorithm TM-CFAR, the reference cells of each 

AD are ranked firstly in ascending order according to their 

magnitude to form the ordered samples 
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 Then each TM-CFAR processor trims k1 cells from the 

lower end and k2 cells from the upper end, the remaining ones 

are summed to estimate the noise power level, as: 
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where, all ADs have the same number of reference cells M, 

and k2, can be considered as the estimate numbers of samples 

containing multipath replicas, generated by the censoring 

block of each AD. Hence, the values of k1 and k2 are used to 

yield the statistics Xi, i=1, 2, ,…, N, and the scaling factor 

value T which realize the desired false alarm probabilities 

(
ifaP , i=1, 2,…, N) of each AD, and then the desired global 

false alarm rate faP  . 

The ordered samples are not independent and identically 

distributed (iid) random variables even when the original 

samples Yij, i=1,2, …, N and  j = 1, 2, …, M, are iid random 

variables. However, the following transformation results in 

independent quantities [6]: 

''

ippip ZkW                    (5) 

where, pkkMkp  121

' , 21,,2,1 kkMp    , and  

                                   )1(

'

1 1
 kii YZ

    
 

      )1()2(

'

2 11   kikii YYZ  

                                           
)1()(

'

)( 2221   kMikMikkMi YYZ  

(6) 

The estimate values of the noise power level Xi are 

obtained by the remaining )( 21 kkM  cells in each AD (non 

censored), as:  
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Each value Xi, i=1, 2, …, N, is then multiplied by the 

constant T in order to the desired false alarm probability
ifaP , 

i=1, 2,…, N. Considering these conditions, the false alarm rate 

is found to be: 
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The detection probability Pdi is obtained by replacing T 

with T/( 1+) in (8). To obtain the global decision, two fusion 

rules are considered: “And” and “Or”.  
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 And rule : In this case, the global probabilities of 

detection and false alarm are given by 
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 Or rule : The global probabilities Pd and Pfa can be 

expressed as 
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It is clear from these equations that the thresholds of the 

detectors TM-CFAR used in ADs have a nonlinear property 

according to the estimated parameters of the noise power.  The 

classical method can give an estimate value of the detection 

threshold far from the optimum. For improving the detection 

performances, we propose the use of an intelligent system for 

the optimal estimate of the detection thresholds. The optimal 

threshold is obtained by achieving a higher global detection 

probability and keeping the global false alarm rate in a desired 

lower value, using particles swarm optimization (PSO) algorithm. 

In the sense of the Neyman-Pearson, the objective function (or 

fitness) to be minimized by the PSO algorithm is defined by 

[2] 
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where, α0 is the global desired false alarm probability. 

IV. PSO Technique 
Particle swarm optimization (PSO) algorithm is a powerful 

approach inspired from the collective behavior of social 

animals living in swarm and their aptitude to optimize a total 

objective by collaborative research in a space. The PSO is a 

stochastic search technique, characterized by its simplicity and 

efficacity, applicable to solve problems with several variables, 

and in a space of research to one or several dimensions, it has 

many similarities with the evolutionary strategies. These 

solutions are used in an algorithm of update in order to 

optimize an objective in future generations. However, instead 

of using evolutionary operators to manipulate individuals, like 

other algorithms of evolutionary calculation, the PSO rests on 

the exchange of information between individuals, who are 

particles of a population called swarm [3]. Each particle, 

which represents a potential solution, moves in the space of 

research with an adaptive speed while following the current 

optimal particles. Fig. 2 demonstrates the workflow of PSO 

algorithm. The position of each particle )(txi is calculated 

using the following expression [3, 4]  

 
Fig. 2. Flowchart depicting the general PSO algorithm. 
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where the velocity vector is defined as 
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where is the inertia weight to control the effect of the 

particle previous velocity on the current one, )1( tP
ibest is the 

best previous position of each particle named particle best 

position, )1( tG
ibest  is the best position of all the particles 

(called the global best particle), 1c  and 2c are accelerations 

usually defined as positive constants, 1r  and 2r are random 

values in the range of 0 and 1. 

V. Performances evaluation 
In this section, we will employ the PSO algorithm described in 

the previous section for the optimization of local thresholds of 

distributed TM-CFAR detectors. First, the research intervals 

are set to ]10,0[T , ]1)2/(,1[1  Mk  and )]2/(,1[2 Mk  , 

where M is the reference window size of each detector. The 

initial population is composed of about 30 particles, where 

equation (16) is used as the objective function, in the sense of 

the Neyman-Pearson criterion. The maximum generation is set 

equal to 100 and  is fixed as a decreasing linear function of 

time from 0.9 to 0.4. The SNR/Chip is fixed at the value 10 

dB for “And” and “Or” fusion rules to compute the values of 

T, k1 and k2 on off-line leading to best performance.  
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Tables 1 and 2 below show the corresponding optimal 

values of T, k1 and k2 in different situations for the fusion rule 

“And” and “Or”, respectively. For the acquisition system, the 

uncertainty region q is set to 1023, R to 64,  to 1 and the 

penalty factor K to 1000, with a rate of 1 Mbits/s. 

In this case, it is noted that the best results are those 

obtained for the system which has a large number of local 

detectors. Also, the performances of detection are degraded by 

decreasing the desired probability of false alarm; and when we 

compare the results of Tables 1 and 2, we observe a clear 

improvement in the results of the detection probability (Pd) 

using the fusion rule “Or”, i.e., the fusion rule “Or” gives the 

best detection results compared to the fusion rule “And”. 

The evolution of the global probability of detection Pd 

according to the SNR/Chip (dB) variation is represented, for 

the fusion rules “And” and “Or”, by Figs. 3 and 4 respectively, 

for various values of Pfa, a fixed value of the number of 

reference cells M = 16, and supposing that the system contains 

two identical detectors (N = 2).  According to these two 

figures, it can be observed that there is a significant 

degradation of the detection probability value, for the two 

fusion rules “And” and “Or”, imposed by the reduction in the 

probability of false alarm Pfa. 

Figs. 5 and 6 represent the evolution of the global 

detection probability versus the SNR/Chip (dB), for the fusion 

rules “And” and “Or”, respectively. From these two figures it 

is shown that, plus the number of detectors in the distributed 

system is high, plus the detection performance is improved.  

Thus, the system using the fusion rule “Or” with 5 detectors 

has better performances, compared to the fusion rule “And”. 

TABLE I.  ESTIMATED PARAMETERS OF DISTRIBUTED TM-CFAR DETECTORS, 

USING PSO ALGORITHM FOR THE FUSION RULE “AND”. 

 

 

 

 

TABLE2: ESTIMATED PARAMETERS OF DISTRIBUTED TM-CFAR DETECTORS, 

USING PSO ALGORITHM FOR THE FUSION RULE “OR”. 

 

To see More clearly the difference between the obtained 

results of the two fusion rules “And” and “Or”, we represent 

the variation of the total detection probability as function of 

the SNR/Chip (dB) for the distributed TM-CFAR system.  The 

performance of the distributed TM-CFAR system, in terms of 

the detection probability is represented on Fig. 7, considering   

 
Fig. 3. Probability of detection according to the SNR/Chip(dB) for various 
values of Pfa, considering the “And” fusion rule. 

 
Fig. 4. Probability of detection according to the SNR/Chip(dB) for various 

values of Pfa, considering the “Or” fusion rule. 
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Fig. 5. Probability of detection according to the SNR/Chip(dB) for various 

number of local detectors N, considering the “And” fusion rule. 

 
Fig. 6. Probability of detection according to the SNR/Chip(dB) for various 
number of local detectors N, considering the “Or” fusion rule.  

two identical detectors (N = 2) with a value of the Pfa =10
-4

, a 

number of reference cells M = 16 and R = 64 during 100 

iterations of the algorithm PSO. Through the results of this 

figure, which represent the variation of the probability of 

detection according to the signal to noise ratio, for the “And” 

and “Or” fusion rules, we can observe that,  the superiority of 

the detection probability is given by the fusion rule “Or”, 

compared to the results of the fusion rule “And”.  

VI. Conclusion 
In this work, an attempt to improve the effectiveness of an 

approach based on the swarm intelligence is presented for the 

optimization of the detection threshold in distributed TM-

CFAR systems.  In this context, an alternative of the standard 

algorithm PSO, which consists in applying an inertia factor to 

control the speed of particles, is used in order to define the 

distributed TM-CFAR detector parameters, and then 

determine the optimum detection threshold. To this end, and in 

order to highlight the quality of the obtained results using this 

technique, various simulations were carried out and the 

obtained performances, for the studied case, were compared 

and analyzed. 

 
Fig. 7. Probability of detection according to the SNR/Chip(dB), 
consideringthe “And” and “Or” fusion rules. 

 

An algorithm PSO adapted to the treated this problem was 

proposed here. So, the components of each particle of the 

swarm represent the parameters of the distributed TM-CFAR 

system, which we want to define. The criterion of Neyman-

Pearson was adopted like an evaluation function and the initial 

parameters were selected in an empirical way. Thus, we 

studied the influence of a certain number of factors able to 

modify the system properties. Where, the effect of the number 

of detectors TM-CFAR, the effect of the SNR value variation 

and the effect of the desired Pfa are taken into account. The 

impact of the two fusion rules “And” and “Or” is also studied 

here. It is clear that the best performances of detection were 

obtained for the system which contains a high number of 

detectors, for the “Or” fusion rule in the majority of situations. 

References  
[1] N. O’Mahony, C.M.Colin and G. Lachapelle, “A dual-threshold up-

down counter for GPS acquisition,” Signal. Process., vol. 91, 2011, pp. 
1093-1102. 

[2] L. Abdou, O. Taibaoui, A. Moumen and A. Taleb Ahmed, “Threshold 
optimization in distributed os-cfar system by using simulated annealing 
technique,” Proceedings of the 4th International Conference on Systems 
and Control, Sousse, Tunisia, April 2015. 

[3] N. Delgarm, B. Sajadi, F. Kowsary, S. Delgarm, “Multi-objective 
optimization of the building energy performance: A simulation-based 
approach by means of particle swarm optimization (PSO),” Applied 
Energy, Vol. 170, 2016, pp. 293-303. 

[4] F. Z. Doudou and A. Djebbari, Particle Swarm Optimization Aided 
Serial Acquisition in Distributed OSCFAR and CMLD for DS-CDMA 
Systems in Fading Channels,” Wireless. Pers. Commun., vol.  94, 2017, 
pp. 621–640. 

[5] S. Benkrinah and M. Benslama, “Acquisition of PN sequences using 
multilayer perceptron neural network adaptive processor for multiuser 
detection in spread-spectrum communication systems,” Int. J. Numer. 
Model., vol.31, 2017, pp. e2265. 

[6] Sofwan, A.; Barkat, M. PN code acquisition using smart antennas and 
adaptive thresholding trimmed-mean CFAR processing for CDMA 
communication,” Proceeding of Spring World Congress on Engineering 
and Technology, 2012. 

 

32


	Preamble
	Welcome

	Conference Program
	Data Mining Applications
	A comparative study of semi-supervised clustering methods with pairwise constraint
	On The Use Of KStar Algorithm For Predicting Object-Oriented Software Maintainability
	Datawarehouse-based approach for the analysis of terrorism-related activities in social networks

	Artificial Intelligence Applications
	Metrics for the Rationality of Jadex-Based Applications
	Threshold Optimization in Distributed TM-CFAR Adaptive Acquisition Serial Search System Using Particles Swarm Optimization Technique Identical case 
	Spurious Trip Rate Modelisation and Quantitative assessment of Emergency ShutDown system in the oil and gaz industry

	Scheduling Problems
	Two-machine job shop scheduling problem with two competing agents
	Just in time multicriteria scheduling problem in two-machine flow shop
	MIP models for a two-machine open shop problem and a server with set-up times
	Scheduling conflicting jobs: application and new results

	Ontology Engineering
	Towards Building and Enriching Web Service domain Ontology
	Ontology-based Temporal Context Reasoning Approach For Saving Energy in Smart Building
	Rules-Based Approach To Convert Class Diagram Operations To Ontology

	Poster session 1
	Development of Artificial Neural Network models for predicting permeability: case study of Sif Fatima oil field, Berkine basin (Southern of Algeria)
	A Genetic Based Recommender System
	Optimal Design of Welded beam structure using hybrid Meta-heuristic Algorithm 
	A GA-VNS based algorithm for the multi-objective spanning tree problem
	A Multi-Agent Framework for Multi-Criteria Business Intelligence driven Smart Data in a Big Data Environment
	Development approach of an accessibility environments for the Visually Impaired 
	Proposed Design Of Smart Greenhouses For Sustainable Agriculture In The South Of Algeria

	March 5th, 2019
	Networks and security
	Optimal path routing algorithm for Wireless sensor networks
	A Conditional Distributed K-means Cluster-based Routing Scheme for Wireless Sensor Networks
	Intrusion Detection System based on MDT

	Applications of Computer Vision
	Modified Particle Swarm Optimization Approach applied to MRI Brain Image Clustering
	Scores and average extraction from Algerian baccalaureate transcripts
	Digital administrative documents forgery detection using One-class SVM

	Combinatorial Optimization Problems
	Approximate Solutions for Balanced Arc Routing Problem
	Sudoku grids technique for the drugs assignment in an automated dispensing cabinets
	Solving the Multi-Robot Task Allocation Problem using Firefly, Artificial Bee Colony and Quantum Genetic Algorithms
	A Guided Genetic Algorithm for the Single Machine Total Weighted Tardiness Problem  author

	Internet of Things
	Authentication Schemes in Internet of Things: A review 
	Design and Realization of a Intelligent Lighting System for a Smart city Based on Ultrasonic Waves
	Security for Internet of Things: A State of the Art on existing Protocols and Open Research Issues

	Combinatorial Problems
	The equitable chromatic numbers of some graphs
	Efficient optimization to the N Queens Problem
	On the Complexity of the K-way Vertex Cut Problem
	Ordered Tree Compression

	Image Retrieval, Segmentation, and Object detection
	A novel information Retrieval Approach based on Recursive Query Shifting
	An Overview of Deep Learning-Based Object Detection Methods
	A Hybrid Method for Image Segmentation Based on Modified Bat Algorithm and Fuzzy C-Means Clustering

	Poster session 2
	Optimizing the parameters of a progressive image transmission system Using Swarm Intelligence (SI)
	Automatic Recognition of Descriptors helping to Cause Diabetes in Algeria
	Image Classification Using Texture Features and Support Vector Machine (SVM)
	Proposed clustering model based on sequential rules in the web mining
	Automatic recognition of plant leaves using serial combination of classifiers 
	A Ubiquitous Application for Arabic Speech Recognition
	Can Handwriting Style Help Strengthen the Person Identity?


	March 6th, 2019
	Pattern Recognition
	A supervised probabilistic model for visual object recognition 
	A Comparative Study on Arabic Handwritten Words Recognition Using Textures Descriptors
	Abnormal human activities recognition : brief synthesis of vision based fall detection

	Complex Networks and Web Service
	Extracting Behavioral Models from Executions Data in Web Services Environments
	An Agent and multi-criteria methods based approach for Web service selection
	Taxonomy of Community Models and Applications in Complex Networks


	Index of Authors

