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## Notations

- $\mathbb{N}$ : natural corps
- $\mathbb{R}$ : real corps
- $[0, T]$ : the closed interval $0 \leqslant t \leqslant T$
- $\Omega$ : open from $\mathbb{R}^{n}$
- $\Gamma$ : the topological boundary of $\Omega$
- $D_{A}$ : domain of definition of $f$
- \|.\| the norm associated with scalar products
- $D(\Omega)$ : denotes the space of functions of class $C^{\infty}$ with compact support in $\Omega$
- $L^{\infty}(\Omega):=\{u: \Omega \rightarrow \mathbb{R}$ mesurable; sup $|u(t)|<+\infty\}$
- $f \in L_{l o c}(\Omega)$ :for any compact $k \subset \Omega, \quad f \in L^{1}(k)$
- $L^{2}(\Omega)$ : the square integrable space of functions for the Lebesgue measure $d x$
- $L^{p}$ : the space of power functions $p-t h$ integrable for the Lebesgue measure $d x$
- $H^{1}(\Omega)$ : Sobolev space of order 1
- $H^{2}(\Omega)$ : Sobolev space of order 2
- $\|x\|$ : The norme of $x$
- $E^{\prime}$ : the topological dual of $E$
- $\langle,\rangle_{E^{\prime} \times E}$ : the hook of duality between the space $E$ and its topological dual
- $W^{1, p}$ : Sobolev space, $1 \leqslant p \leqslant \infty$
- $W^{1,2}=H^{1}(\Omega)$ : Sobolev space
- $\sigma\left(E, E^{\prime}\right)$ : the weak topology defined on $E$
- $L^{p}(0, T, X)=\left\{f:(0, T) \rightarrow x ;\right.$ mesurable $\left.: \int_{0}^{T}\|f\|_{x}^{p}<\infty\right\}$
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## Introduction

This work is devoted to the well-posedness and decay rate of the energy functional for the following fourth-order viscoelastic plate problem

$$
\left\{\begin{array}{c}
u_{t t}+\Delta^{2} u+\int_{0}^{t} g(t-\tau) \Delta u(\tau) d \tau=-u, \quad x \in \Omega ; t>0  \tag{1}\\
u(x, t)=\Delta u(x, t)=0, \quad x \in \partial \Omega ; t \geq 0 \\
u(x, 0)=u_{0}(x), u_{t}(x, 0)=u_{1}(x) ; \quad x \in \Omega .
\end{array}\right.
$$

where $g$ is a positive and nonincreasing function. We begin with the result of Messaoudi [7], where he considered

$$
u_{t t}-\Delta u+\int_{0}^{t} g(t-\tau) \Delta u(\tau) d \tau=0, \quad \in \Omega \times(0, \infty)
$$

with general conditions on the relaxation function $g$ polynomial, and provide a general decay result that is not necessarily of exponential or polynomial type. His result generalized and improved many results in literature such as [?]-[?], and [3] . Mustafa and Ghassan [10] considered the plate equation

$$
u_{t t}+\Delta^{2} u=0, \quad \in \Omega \times(0, \infty)
$$

with viscoelastic damping localized on a part of the boundary and established a decay result. For mor results related to the plate equation, we refer the reader to Messaooudi [8] al [2], Messaoudi and Mukiawa [9] . We would like to investigate problem (1), and find the decay rate when $g$ has a general decay rate. This will improve some existing results in the literature as well as generalizing them.

## Chapter 1

## PRELIMINARIES

### 1.1 Viscoelasticity

Viscoelasticity is used to describe the behavior of reversible materials, but sensitive to the rate of deformation. Mention may be made, for example, of polymers and, to a lesser extent, concrete and wood, as materials with viscoelastic behavior. One of the essential properties defining viscoelasticity is relaxation, which is the property possessed by certain systems, when they are called upon, of reacting with a certain delay, generally defined as the relaxation time. As the stress can be a stress or a deformation, the corresponding process is called respectively deformation relaxation (creep / recovery) or stress relaxation. The duration of these processes corresponds to the relaxation time. The actual relaxation times may vary over several orders of magnitude. Thus, when a polymer is subjected to a deformation stress, its first response is the development of a relatively high local stress, which tends to decrease over time. This is the stress relaxation phenomenon. The long chains in the form of balls regain, as a function of time, a position of equilibrium by means of more or less rapid movements. Conversely, there is also, by comparison, a relaxation of deformation. In this case, the applied stress generates a deformation dependent on time, it is the creep. The removal of the stress induces in turn a delayed evolution of the deformation which is called recovery.

## Some reminders of functional analysis

### 1.2 General information on topology

Definition 1.2.1 (countable set)
$A$ set $E$ is said to be countable if it is in bijection with a finite or infinite part from $N$.

Definition 1.2.2 (Vector Space)
Let $V$ be a non empty set, $K$ is a body.
$V$ is a vector space on $K$ if :
1- $(V ;+)$ is an abelian group (commutative group)
2- $\exists$ an application :

$$
\begin{array}{r}
K \times V \rightarrow V \\
(\lambda v) \rightarrow \lambda v
\end{array}
$$

checking :
$\bullet \forall v \in V: 1 . v=v(1$ is the neutral element in $K)$
$\bullet \forall \lambda \in K ; \forall v_{1}, v_{2} \in V: \lambda\left(v_{1}+v_{2}\right)=\lambda v_{1}+\lambda v_{2}$
$\bullet \forall \lambda_{1}, \lambda_{2} \in K ; v \in V:\left(\lambda_{1}+\lambda_{2}\right) v=\lambda_{1} v+\lambda_{2} v$

- $\forall \lambda_{1}, \lambda_{2} \in K ; v \in V: \lambda_{1}\left(\lambda_{2}\right) v=\left(\lambda_{1} \lambda_{2}\right) v$

Definition 1.2.3 (scalar product)
We call scalar product on a real vector space $E$ (resp complex) an application:

$$
f: E \times E \rightarrow \mathbb{R}(\text { or } \mathbb{C})
$$

who has the following properties : $\forall(x ; y) \in E \times E, \forall \lambda \in \mathbb{R}$

$$
f\left(x+x^{\prime} ; y\right)=f(x ; y)+f\left(x^{\prime} ; y\right)
$$

$$
\begin{gathered}
f(\lambda x ; y)=\lambda f(x ; y) \\
f(y ; x)=\overline{f(x ; y)} \\
f(x ; x) \geq 0 \\
f(x ; x)=0 \Leftrightarrow x=0
\end{gathered}
$$

Definition 1.2.4 (normed vector space)
$A$ norm on $E$ is a function

$$
N: E \rightarrow \mathbb{R}_{+}
$$

who has the following properties : $\forall(x ; y) \in E \times E, \forall \lambda \in \mathbb{R}$

$$
\begin{gathered}
N(x)=0 \Leftrightarrow x=0 \\
N(\lambda x)=|\lambda| N(x) \\
N(x+y) \leq N(x)+N(y)
\end{gathered}
$$

Definition 1.2.5 (Continuous linear application in normed vector space)

- $f$ is said to be linear if :

$$
\forall \alpha, \beta \in K ; \forall(x ; y) \in E \times E: f(\alpha x+\beta y)=\alpha f(x)+\beta f(y)
$$

- If $F=K, f$ is called linear form on $E$.

The set of linear applications from $E$ to $F$ and noted $L(E ; F)$

Definition 1.2.6 (Prehilbertian space)
A prehilbertian space is a vector space provided with a scalar product.

Definition 1.2.7 (convergences)
We say that the suite $\left(u_{n}\right)$ converges to $u \in E$ if :

$$
\forall \varepsilon>0, \exists n_{0} \in N, \forall n \in N ; n \geq n_{0} \Rightarrow\left\|u_{n}-u\right\|<\varepsilon
$$

We write then $\xrightarrow{\lim } u_{n}=u$

Definition 1.2.8 (sequence of Cauchy)
The suite $\left(u_{n}\right)_{n \in N}$ is called Cauchy if :

$$
\forall \varepsilon>0, \exists n_{0} \in N, \forall p, q \in N ; p, q \geq n_{0} \Rightarrow\left\|u_{p}-u_{q}\right\|<\varepsilon
$$

Definition 1.2.9 (Helbert space)
A complete prehilbertian space for the norm associated with the inner product is called Hilbert space.

### 1.3 Banach space

A normalized vector space $E$ called Banach space if it is complete for its norm .
the topological dual of $E$ noted by $E^{\prime}$ is the space of continuous linear forms on $E$.ie :

$$
f \in E \Leftrightarrow f: E \rightarrow \mathbb{R}
$$

lineare and

$$
\exists c>0,|\langle f, x\rangle| \leqslant c\|x\|_{E} \cdot \forall x \in E
$$

we equip the dual space $E^{\prime}$ with the following norm :

$$
\|f\|_{E^{\prime}}=\sup _{\|x\| \leqslant 1}\langle f, x\rangle .
$$

With this norm $E^{\prime}$ is a Banach space .

### 1.3.1 Weak topology

Let $E$ be a Banach space and $E^{\prime}$ its topological dual, and let $f \in E^{\prime}$.
We denote by $\varphi_{f}: E \rightarrow \mathbb{R}$, the application defined by $\varphi_{f}(x)=\langle f, x\rangle$.
When $f$ describes $E^{\prime}$ we obtain a family $\left(\varphi_{f}\right)_{f \in E^{\prime}}$ of applications of $E$ in $\mathbb{R}$.

Definition 1.3.1 The weak topology on $E$ which noted $\sigma\left(E, E^{\prime}\right)$ is the least fine topology on $E$ rendering continue all applications $\left(\varphi_{f}\right)_{f \in E^{\prime}}$.

### 1.4 Contractions

Definition 1.4.1 Let $(X, d)$ be a metric space and let $f: X \rightarrow X$ be a mapping.

- A point $x \in X$ is called a fixed point of $f$ if $x=f(x)$
- $f$ is called contraction if there exists a fixed constant $h<1$ such that

$$
d(f(x), f(y))<h d(x, y), \forall x, y \in X
$$

A contraction mapping is also known as Banach contraction.

Theorem 1.4.2 (Banach Contraction Principle)
Let $(X, d)$ be a complete metric space, then each contraction map $f: X \rightarrow X$ has a unique fixed point.

### 1.5 Reflexive spaces - separable spaces

### 1.5.1 Reflexive spaces

Let $E$ be a Banach space and $J: E \rightarrow E^{\prime \prime}$. The canonical injection of $E$ into $E^{\prime \prime}$ defined by :

$$
J_{x}(f)=f(x), \forall x \in E, f \in E^{\prime} .
$$

Theorem 1.5.1 If $E$ is a Banach space then:

$$
E \quad \text { reflexive } \Leftrightarrow E^{\prime} \text { is reflexive . }
$$

### 1.5.2 separable spaces

Definition 1.5.2 A separable metric space is a metric space which contains a dense and countable subset $D$.

Theorem 1.5.3 Let $E$ be a Banach space, if $E^{\prime}$ is separable then $E$ is too. the converse is generally false .

Corollary 1.5.4 Let $E$ be a Banach space then:
$E$ is reflexive and separable if and only if $E^{\prime}$ is reflexive and separable .
Let $E$ and $F$ be separable normal spaces and $G$ a subspace of $E$, then :
(i) The space $E$ thimes $F$ is separable .
(ii) The space $G$ is separable .

### 1.6 Recalls on spaces $L^{p}(\Omega)$

We consider $\Omega$ an open $\mathbb{R}^{n}$. ffunctions will be considered from $\Omega$ in $\mathbb{R}$ or $\mathbb{C}$.Let $p \in \mathbb{R}$ with $1 \leq p<\infty$.

Definition 1.6.1 We pose
$L^{p}(\Omega)=\left\{f: \Omega \rightarrow \mathbb{R} ; f\right.$ mesurable and $\left.\int_{\Omega}|f(x)|^{p} d x \leqslant \infty\right\}$

We notice

$$
\|f\|_{L^{p}}=\left\{\int_{\Omega}|f(x)|^{p} d x\right\}^{\frac{1}{p}}
$$

Definition 1.6.2 We pose
$L^{\infty}(\Omega)=\{f: \Omega \rightarrow \mathbb{R} ; f$ measurable and $\exists$ a constant c such as $|f(x)| \leqslant c p$ pon $\Omega$.
We notice

$$
\|f\|_{L^{\infty}}=\inf \{c ; \quad|f(x)| \leqslant c \text { ppon } \Omega\}
$$

Remark 1.6.3 If $f \in L^{\infty}$ we have

$$
|f(x)| \leqslant\|f\|_{L^{\infty}} \quad p p \quad \text { on } \Omega
$$

Theorem 1.6.4 The space $L^{p}(\Omega)$ is reflexive if $1<p<\infty$.

Lemma 1.6.5 The spaces, $L^{1}(\Omega) ; \Omega \subset \mathbb{R}^{n}$ and $C([0,1])$ are not reflective .

Theorem 1.6.6 Each closed subspace of a reflective Banach space is reflective.

Notation 1.6.7 Let $1 \leqslant p \leqslant \infty$; we denote by $p^{\prime}$ the conjugate exponent of p i.e $\frac{1}{p}+\frac{1}{p^{\prime}}=1$.

Property 1.6.8 1 - The space $L^{\infty}(\Omega)$ is separable for $1 \leqslant p \leqslant \infty$.

2- The space $L^{\infty}(\Omega)$ neither reflexive nor separable and its dual contains strictly in $L^{1}(\Omega)$.

3- For mes $(\Omega)<\infty$, and $1 \leqslant p \leqslant \infty$ we have:

$$
L^{q}(\Omega) \subset L^{p}(\Omega)
$$

we can say that :

$$
L^{\infty}(\Omega) \subset L^{2}(\Omega) \subset L^{1}(\Omega)
$$

Theorem 1.6.9 [4] $D(\Omega)$ is dense in $L^{p}(\Omega)$ for $1 \leqslant p<\infty$ that is to say:

$$
\overline{D(\Omega)}=L^{p}(\Omega) . \quad \forall p, 1 \leqslant p<\infty
$$

### 1.7 Reminders of Sobolev's spaces

### 1.7.1 Weak derivatives

Lemma 1.7.1 Let $f, g \in L_{\text {loc }}^{1}(\Omega)$.If for any function $\Phi \in D(\Omega)$ we have :

$$
\int_{\Omega} f(x) \Phi(x) d x=\int_{\Omega} g(x) \Phi(x) d x
$$

then:

$$
f=g \quad \operatorname{ppon}(\Omega)
$$

Definition 1.7.2 We say that $f \in L_{l o c}^{1}(\Omega)$ is derivable in the direction $i, i \in[1, N]$, in the weak sense if it exists $D_{i} f \in L_{\text {loc }}^{1}(\Omega)$, as for any function $\Phi \in D(\Omega)$,

$$
\int_{\Omega} f(x) \frac{\partial \Phi}{\partial x_{i}} d x=\int_{\Omega} D_{i} f \Phi(x) d x .
$$

Definition 1.7.3 If $f \in L_{l o c}^{1}(\Omega)$ then we define the order distribution zero:

$$
T_{f}(\Phi)=\int_{\Omega} f(x) \Phi(x) d x
$$

we then call the weak derivative, in the sense of the distributions, of $f$ in the direction $i$, the distribution $D_{i} T_{f}$ which we denote $D_{i} f$.

Remark 1.7.4 If $f$ is derivable in the weak sense in the direction $i$ then :

$$
D_{i} T_{f}=T_{D_{i} f}
$$

If $f \in L_{l o c}^{1}(\Omega)$ then :
$f$ is lipschitzienne if and only if $\forall i \in[1, N], D_{i} f \in L^{\infty}(\Omega)$.
Definition 1.7.5 If $\Omega$ is an open of $\mathbb{R}^{n}$ then we note:

1. for $K \subset \Omega$ compact, $D_{k}(\Omega)=\{\Phi \in D(\Omega) \mid \operatorname{supp}(\Phi) \subset K\}$.
2. for $\alpha \in \mathbb{N}^{n}$ and $\Phi \in D(\Omega), P_{\alpha}(\Phi)=\left\|\partial^{\alpha} \Phi\right\|^{\infty}$.

### 1.7.2 Sobolev space

Let $\Omega \subset \mathbb{R}^{n}$ et $u \in L_{l o c}^{1}(\Omega)$,for any $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ with $|\alpha|=\alpha_{1}+\ldots+\alpha_{n}$. a function $v \in L_{l o c}^{1}(\Omega)$ is called the derivative of order $\alpha$ of $u$ if :

$$
\begin{gathered}
\int_{\Omega} v \varphi d x=(-1)^{|\alpha|} \int_{\Omega} u D^{\alpha} \varphi d x, \quad \forall \varphi \in D(\Omega) v \equiv D^{\alpha} u \\
H^{m}(\Omega)=f \in L^{2}(\Omega) D^{\alpha} f \in L^{2}(\Omega) \\
\forall|\alpha| \leqslant m, m \in \mathbb{N} .
\end{gathered}
$$

Definition 1.7.6 for $m \in \mathbb{N}, 1 \leqslant p \leqslant \infty$ and $\Omega$ an open from $\mathbb{R}^{n}$, $W^{m, p}(\Omega)=\left\{u \in L^{p}(\Omega)\right.$ such that $D^{\alpha} u \in L^{p}(\Omega), \forall \alpha \in \mathbb{N}^{n}$ with $\left.|\alpha| \leqslant m\right\} D^{\alpha}=\frac{\partial^{|\alpha|}}{\partial x_{1}^{\alpha_{1}} \ldots \partial x_{n}^{\alpha_{n}}}$.

Property 1.7.7 - If $m=1, W^{1, p}=\left\{u \in L^{p}(\Omega), \quad \nabla u \in\left(L^{p}(\Omega)\right)^{n}\right\}$.

- If $p=2, W^{m, 2}(\Omega)=H^{m}(\Omega)$.

Definition 1.7.8 If $\Omega$ is an open from $\mathbb{R}^{n}$, $m \in \mathbb{N}$, and $p \in[1,+\infty]$, we define : $W_{0}^{m, p}(\Omega)=$ $\overline{D(\Omega)}$, where adhesion is taken for the topology of $W^{m, p}(\Omega)$.

Lemma 1.7.9 Let $f, g \in L_{l o c(\Omega)}^{1}$.
If for any function $\Phi \in D(\Omega)$ we have :
$\int_{\Omega} f(x) \Phi(x) d x=\int_{\Omega} g(x) \Phi(x) d x$ then $f=g p p$

Remarks 1.7.10 $1-D_{i} f$ being a distribution, $D_{i} f \in L^{2}$ means that there is $g \in L^{2}$ such as $\quad D_{i} f=T_{g}:$

$$
\forall \Phi \in D(\Omega),\left\langle D_{i} f, \Phi\right\rangle=\int_{\Omega} g(x) \Phi(x) d x .
$$

2- $W^{m, 2}(\Omega)=H^{m}(\Omega)$ and the norme on $W^{m, 2}$ and on $H^{m}$ are equivalent.

Corollary 1.7.11 (Integration by parts)
Let $u, v \in W^{1, p}(\Omega)$ with $1 \leq p<\infty$. Then $u v \in W^{1, p}(\Omega)$, and

$$
(u v)^{\prime}=u^{\prime} v+u v^{\prime}
$$

In addition we have the integration formula by parts

$$
\int_{x}^{y} u^{\prime} v=u(x) v(x)-u(y) v(y)-\int_{x}^{y} u v^{\prime}, \quad \forall x, y \in \bar{\Omega}
$$

## Theorem 1.7.12 (Green formula)

Let $\Omega$ a regular bounded open of $\mathbb{R}^{n}$ and border $\Gamma$. Then for all $u, v \in W^{1, p}(\Omega)$ we have $a$ green formula :

$$
\int_{\Omega} u(x) \frac{\partial v}{\partial x_{i}}(x) d x=-\int_{\Omega} v(x) \frac{\partial u}{\partial x_{i}}(x) d x+\int_{\partial \Omega} u(x) v(x) \eta_{i} d \Gamma, \quad i=1 \ldots n
$$

where $\eta_{i}$ is the cosine director of the outgoing normal

As a consequence of this theorem, we have:

Corollary 1.7.13 (Integration by parts)
Si $u, v \in W^{1, p}(\Omega)$ and si $\Delta u \in L^{2}(\Omega)$. Then

$$
\int_{\Omega} \Delta u(x) v(x) d x=-\int_{\Omega} \nabla u(x) \nabla v(x) d x+\int_{\partial \Omega} \frac{\partial u}{\partial \eta} v(x) d \Gamma
$$

where $\nabla u=\left(\frac{\partial u}{\partial x_{i}}\right)_{1 \leq i \leq n}$ is the gradient vector of $u$.

## Some properties of spaces $H^{m}(\Omega)$

We provide the space $H^{m}(\Omega)$ with the inner product:

$$
(u, v)_{H^{m}(\Omega)}=\sum_{|\alpha| \leqslant m}\left(D^{\alpha} u, D^{\alpha} v\right)_{L^{2}(\Omega)}, \quad \forall u, v \in H^{m}(\Omega)
$$

and the norm $\|\cdot\|_{H^{m}(\Omega)}$ given by $\|u\|_{H^{m}(\Omega)}^{2}=(u, u)_{H^{m}(\Omega)}$
Form $=0$, wehave $\mathrm{H}^{0}(\Omega)=L^{2}(\Omega)$.
1- $W^{m, p}(\Omega)$ is a Banach space.
2- For $p<+\infty, W^{m, p}(\Omega)$ is separable.
3- Pour $1<p<=+\infty, W^{m, p}(\Omega)$ is reflexive.

### 1.7.3 Sobolev injection

## Continuous injections

Definition 1.7.14 Let $B_{1}, B_{2}$ two Banach spaces, we say that $B_{1}$ is injected continuously into $B_{2}$ if:

- $B_{1} \subset B_{2}$.
- $j: B_{1} \longrightarrow B_{2}$ is continuous.

$$
\|u\|_{B_{2}} \leqslant c\|u\|_{B_{1}} .
$$

Corollary 1.7.15 Given $m \geq 1$ and $1 \leq p<\infty$. Then:

- For $\frac{n}{p}>m$, we have $W^{m, p}\left(\mathbb{R}^{n}\right) \hookrightarrow L^{q}\left(\mathbb{R}^{n}\right)$, where $\frac{1}{q}=\frac{1}{p}-\frac{m}{N}$.
- For $\frac{n}{p}=m$, we have $W^{m, p}\left(\mathbb{R}^{n}\right) \hookrightarrow L^{q}\left(\mathbb{R}^{n}\right), \quad \forall q \in[p,+\infty)$.
- For $\frac{n}{p}<m$, we have $W^{m, p}(\Omega) \hookrightarrow L^{\infty}\left(\mathbb{R}^{n}\right)$.

Theorem 1.7.16 Let $\Omega$ a bounded open of $\mathbb{R}^{n}$ at Lipschitz border, m,l two integers such as $0 \leqslant l<m, 1 \leqslant p<\infty$.

- If $(m-l) p>n: \quad W^{m, p}(\Omega) \hookrightarrow C_{B}^{l}(\Omega)$.
- If $(m-l) p=n: \quad W^{m, 1}(\Omega) \hookrightarrow C_{B}^{l}(\Omega)$.
- If $(m-l) p<n: \quad W^{m, p}(\Omega) \hookrightarrow W^{l, p^{*}}(\Omega)$ with $p \leqslant p^{*} \leqslant \frac{n p}{n-(m-l) p}$.

Corollary 1.7.17 We suppose that $\Omega$ is an open class $C^{1}$ with bounded $\Gamma$, where $\Omega=\mathbb{R}_{+}^{n}$ $1 \leqslant p<\infty$

- If $1 \leqslant p<n$, then $W^{1, p}(\Omega) \hookrightarrow L^{P^{*}}(\Omega)$, where $\frac{1}{p^{*}}=\frac{1}{p}-\frac{1}{n}$.
- If $p=n \quad W^{1, p}(\Omega) \hookrightarrow L^{q}(\Omega), \forall q \in[p,+\infty]$.
- If $p>n \quad W^{1, p}(\Omega) \hookrightarrow L^{\infty}(\Omega)$.

Corollary 1.7.18 For $m \geq 2$, and $1 \leq p<\infty$, and $\Omega$ of class $C^{m}$ we have the same embedding result for $W^{m, p}(\Omega)$ as in the case of $\Omega=\mathbb{R}^{n}$.

## Compact injections

Definition 1.7.19 $B_{1}$ et $B_{2}$ two Banach spaces .
we say that $B_{1}$ is injected in a compact way in $B_{2}$ and we note : $B_{1} \underset{c}{\hookrightarrow} B_{2}$.
$B_{1} \hookrightarrow B_{2}$ continuously and all bounded by $B_{1}$ is relatively compact in $B_{2}$.

Theorem 1.7.20 For $l, m \in \mathbb{N} \quad, 0 \leqslant l<m \quad, 1 \leqslant p<\infty$.
The following injections are compact :

- $W^{m, p}(\Omega) \underset{c}{\hookrightarrow} W^{l, q}(\Omega), \quad$ si $(m-l) p=n$ et $1 \leqslant q<\infty$.
- $W^{m, p}(\Omega) \underset{c}{\hookrightarrow} C_{B}^{l}(\Omega), \quad$ si $(m-l) p>n$.
- $W^{m, p}(\Omega) \underset{c}{\hookrightarrow} C^{l}(\bar{\Omega}), \quad$ si $(m-l) p>n$.
- $W^{m, p}(\Omega) \underset{c}{\hookrightarrow} C^{l \lambda}(\bar{\Omega}), \quad$ si $(m-l) p>n \geqslant(m-l-1) p . \quad$ et $0<\lambda<m-l-\frac{n}{p}$.

Theorem 1.7.21 (Rellich) If $\Omega$ is an open bounded at the Lipschitz border, and $1 \leqslant p<$ $\infty$ then any bounded part in $W^{1, p}(\Omega)$ is relatively compact dans $L^{p}(\Omega)$.

Remark 1.7.22 This shows that inclusion $W^{1, p}(\Omega) \hookrightarrow L^{p}(\Omega)$ is compact.

### 1.8 Auxiliary inequalities

### 1.8.1 Holder inequality

Let $f \in L^{p}$ et $g \in L^{p^{\prime}}$ with $1 \leqslant p \leqslant \infty$. Then $f . g \in L^{1}$ and

$$
\int|f g| \leqslant\|f\|_{L^{p}}\|g\|_{L^{p^{\prime}}}
$$

the proof of this theorem is found in [4] page 56 .

### 1.8.2 Cauchy-Schwarz inequalities

For $p=q=2$ the Holder inequality is none other than the Cauchy-Schwarz inequality .

$$
\int_{\Omega}|f \cdot g| \leqslant\|f\|_{L^{2} \cdot}\|g\|_{L^{2}}
$$

### 1.8.3 Young's inequality

Let $a, b$ two real positive and $p>1, p^{\prime}<\infty$.

$$
a b \leqslant \frac{a^{p}}{p}+\frac{b^{p^{\prime}}}{p^{\prime}} .
$$

where $\frac{1}{p}+\frac{1}{p^{\prime}}=1$, more standard inequality :

$$
a b \leqslant \frac{\varepsilon}{2} a^{2}+\frac{b^{2}}{2 \varepsilon} .
$$

for $a, b \in \mathbb{R}$, and $\varepsilon>0$.

## Chapter 2

## Study of problem the plate equation

### 2.1 Position of the problem

$$
\left\{\begin{array}{c}
u_{t t}+\Delta^{2} u=0, \quad x \in \Omega ; t>0  \tag{2.1}\\
u(x, t)=\Delta u(x, t)=0, \quad x \in \partial \Omega ; t \geq 0 \\
u(x, 0)=u_{0}(x), u_{t}(x, 0)=u_{1}(x) ; \quad x \in \Omega
\end{array}\right.
$$

$\Omega$ is a domain bounded in $\mathbb{R}$ with a regular border $\partial \Omega$.
We will constantly use the usual spaces $L^{p}(\Omega), 1 \leq p \leq \infty$ we denote by (u,v) the scalar production in $L^{2}(\Omega)$,i.e

$$
(u, v)=\int_{\Omega} u(x) v(x) d x
$$

$u_{0}, u_{1}$ are initial data.
We introduce the space

$$
H_{*}^{2}(\Omega)=\left\{u \in H^{2}(\Omega) \backslash u=\Delta u=0 \quad \text { on } \partial \Omega\right\}
$$

In this work , we study the existence uniqueness and decay solution to plate equation and plate equation with term viscoelastic.

### 2.2 Study existence and uniqueness

Theorem 2.2.1 We assume that is a $\Omega$ bounded open. Let $u_{0} \in H_{*}^{2}(\Omega), u_{1} \in L^{2}(\Omega)$, the problem (2.1) has a unique weak global solution u satisfying

$$
\begin{gathered}
u \in L^{\infty}\left(0, T ;\left(H_{*}^{2}(\Omega)\right)\right. \\
u_{t} \in L^{\infty}\left(0, T ; L^{2}(\Omega)\right)
\end{gathered}
$$

We use the Galerkin approximation method
Galerkin's method is a very general and very robust method. The idea of $\hat{a} \in\langle\hat{a} \in<$ the method is as follows. Starting from a problem posed in an infinite dimensional space, we first proceed to an approximation in an increasing sequence of finite dimensional subspaces. We then solve the approximate problem, which is generally easier than solving directly in infinite dimension. Finally, we pass one way or another to the limit when we make the dimension of the approximation spaces tend to infinity in order to construct a solution of the starting problem. It should be noted that, in addition to its theoretical interest, Galerkin's method also provides a constructive approximation process

## Existence:

Let $\left\{\omega_{j}\right\}_{j=1}^{\infty}$ be a basis of the separable space $H_{*}^{2}(\Omega)$ and $V_{m}=\operatorname{span}\left\{\omega_{1}, \omega_{2}, \ldots, \omega_{m}\right\}$ be a ends subspace of $H_{*}^{2}(\Omega)$ spanned by the first $m$ vectors.
Let finite

$$
u_{0}^{m}(x, y)=\sum_{j=1}^{m} a_{j}(t) \omega_{j}(x, y) \quad \text { and } \quad u_{1}^{m}(x, y)=\sum_{j=1}^{m} b_{j}(t) \omega_{j}(x, y)
$$

be sequences in $H_{*}^{2}(\Omega)$ and $L^{2}(\Omega)$ such that

$$
u_{0}^{m} \rightarrow u_{0} \quad \text { in } \quad H_{*}^{2}(\Omega), \quad u_{1}^{m} \rightarrow u_{1} \quad \text { in } \quad L^{2}(\Omega)
$$

We seek a solution of the form

$$
u^{m}(x, t)=\sum_{j=1}^{m} g_{j}(t) \omega_{j}(x, y)
$$

where

$$
g_{j}:\left[0, t_{m}\right) \longrightarrow R, j=1,2, \ldots, m
$$

which satisfies the approximate problem

$$
\begin{equation*}
\left(u_{t t}^{m}(x, t), \omega_{j}\right)+\left(\Delta^{2} u^{m}(x, t), \omega_{j}\right)=0, \forall \omega_{j} \in V_{m}, j=1, \ldots, m \tag{2.2}
\end{equation*}
$$

$$
u^{m}(0)=u_{0}^{m}, \quad u_{t}^{m}(0)=u_{1}^{m}
$$

According to the general results on the systems of differential equations, we are assured of the existence of a solution of $(2.2)$, meaning, we can obtain function $g_{j}, j=1,2, \ldots, m$ which satisfies (2.2) for almost every $t \in\left(0, t_{m}\right), 0<t_{m}<T$. Therefore, we obtain a local solution $u^{m}$ of (2.2) in a maximal interval $\left[0, t_{m}\right), t_{m} \in[0, T)$.

Next, we show that $t_{m}=T$ and that the local solution is uniformly bounded independent of $m$ and $t$. For this, we multiply $\sqrt{2.2}$ by $g_{j}^{\prime}(t)$ and sum over $j=1, \ldots \ldots, m$ to obtain

$$
\frac{d}{d t}\left[\frac{1}{2}\left\|u_{t}^{m}\right\|_{2}^{2}+\frac{1}{2}\left\|\Delta u^{m}\right\|_{2}^{2}\right]=0
$$

It results from

$$
\begin{equation*}
\frac{1}{2}\left\|u_{t}^{m}\right\|_{2}^{2}+\frac{1}{2}\left\|\Delta u^{m}\right\|_{2}^{2} \leq\left\|\frac{1}{2} u_{1}^{m}\right\|_{L^{2}(\Omega)}+\left\|\frac{1}{2} \Delta u_{0}^{m}\right\|_{L^{2}(\Omega)} \tag{2.3}
\end{equation*}
$$

It follows from (2.2) that

$$
\begin{equation*}
\frac{1}{2}\left\|u_{1}^{m}\right\|_{L^{2}(\Omega)}^{2}+\frac{1}{2}\left\|\Delta u_{0}^{m}\right\|_{L^{2}(\Omega)}^{2} \leq C \tag{2.4}
\end{equation*}
$$

where C is a positive constant independent of $m$ and $t$. Therefore,

$$
\begin{equation*}
\frac{1}{2}\left\|u_{t}^{m}\right\|_{L^{2}(\Omega)}^{2}+\frac{1}{2}\left\|\Delta u^{m}\right\|_{L^{2}(\Omega)}^{2} \leq C \tag{2.5}
\end{equation*}
$$

So, the approximate solution is bounded independent of $m$ and $t$. Therefore, we can extend $t_{m}$ to $T$. Moreover, we obtain from (2.5) that

$$
\begin{align*}
& \left(u^{m}\right) \text { is a bounded sequence in } L^{\infty}\left(0, T ;\left(H_{*}^{2}(\Omega)\right)\right) .  \tag{2.6}\\
& \left(u_{t}^{m}\right) \text { is a bounded sequence in } L^{\infty}\left(0, T ;\left(L^{2}(\Omega)\right)\right) . \tag{2.7}
\end{align*}
$$

This, there exists a subsequence $\left(u^{k}\right)$ of $\left(u^{m}\right)$ such that

$$
\begin{gathered}
u^{k} \rightharpoonup u \text { weakly star in } L^{\infty}\left(0, T ;\left(H_{*}^{2}(\Omega)\right)\right. \\
u_{t}^{k} \rightharpoonup u_{t} \text { star in } L^{\infty}\left(0, T ;\left(L^{2}(\Omega)\right)\right.
\end{gathered}
$$

Moreover, it follows in particular from (2.6), (2.7) that
$u^{m}$ is a bounded in $L^{2}\left(0, T ;\left(H_{*}^{2}(\Omega)\right), u_{t}^{m}\right.$ is a bounded in $L^{2}\left(0, T ;\left(L^{2}(\Omega)\right)\right.$
Using that $H_{*}^{2}(\Omega)$ is compactly embedded in $L^{2}(\Omega)$ ( remember that $\Omega$ is bounded and $\left.H_{*}^{2}(\Omega) \subset H^{2}(\Omega)\right)$, then for any $T>0$ we can extract a subsequence $\left(u^{l}\right)$ of $\left(u^{k}\right)$ such that :

$$
u^{l} \longrightarrow u \text { strongly in } L^{\infty}\left(0, T ;\left(H_{*}^{2}(\Omega)\right)\right.
$$

$$
u_{t}^{m} \longrightarrow u_{t} \text { strongly in } L^{\infty}\left(0, T ;\left(L^{2}(\Omega)\right)\right.
$$

we get that $u^{l} \longrightarrow u$ almost everewhere in $\Omega \times(0, T)$.
Then we can pass to limit the approximate problem (2.2) in order to get a weak solution of problem (2.1)

## Uniqueness :

For the uniqueness, suppose that (1) has tow solution $u$ and $v$, then $w=u-v$ satisfies

$$
\left\{\begin{array}{c}
w_{t t}+\Delta^{2} w=0, \quad x \in \Omega ; t>0  \tag{2.8}\\
w(x, t)=\Delta w(x, t)=0, \quad x \in \partial \Omega ; t \geq 0 \\
w(x, t)=w_{t}(x, 0)=0 ; \quad x \in \Omega
\end{array}\right.
$$

multiply the equation 2.8 by $w_{t}$ and integrated over $\Omega$, we obtain

$$
\frac{d}{d t}\left[\frac{1}{2}\left\|w_{t}\right\|_{2}^{2}+\frac{1}{2}\|\Delta w\|_{2}^{2}\right]=0
$$

This implies

$$
\begin{gather*}
\frac{1}{2}\left\|w_{t}\right\|_{2}^{2}+\frac{1}{2}\|\Delta w\|_{2}^{2}=0  \tag{2.9}\\
w=0
\end{gather*}
$$

and

$$
u-v=0
$$

Therefor

$$
u=v
$$

## Chapter 3

## The existence and uniqueness of solution

### 3.1 The problem

$$
\left\{\begin{array}{cl}
u_{t t}+\Delta^{2} u+\int_{0}^{t} g(t-\tau) \Delta u(\tau) d \tau=-u, & x \in \Omega ; t>0  \tag{3.1}\\
u(x, t)=\Delta u(x, t)=0, \quad x \in \partial \Omega ; t \geq 0 \\
u(x, 0)=u_{0}(x), u_{t}(x, 0)=u_{1}(x) ; & x \in \Omega
\end{array}\right.
$$

where
$(G 1) g: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is a differentiable function such that

$$
g(0)>0 ; \quad 1-\lambda \int_{0}^{\infty} g(s) d s=l>0
$$

where $\lambda$ constant such that

$$
\|\nabla u\|_{2}^{2} \leq \lambda\|\Delta u\|_{2}^{2}, \quad \forall u \in D(u)
$$

$(G 2)$ : there existe a differentiable function $\gamma$ satisfying:

$$
\begin{gathered}
g^{\prime}(t) \leq-\gamma(t) g(t) ; \quad t \geq 0 \\
\gamma(t)>0 ; \gamma^{\prime}(t) \leq 0 ; \quad \forall t>0
\end{gathered}
$$

$\Omega$ is a domain bounded in $\mathbb{R}^{n}$ with a regular border $\partial \Omega$.
We homogenize the problem, we find

### 3.2 Position of the problem

$$
\left\{\begin{array}{c}
u_{t t}+\Delta^{2} u+u+\int_{0}^{t} g(t-\tau) \Delta u(\tau) d \tau=0, \quad x \in \Omega ; t>0  \tag{3.2}\\
u(x, t)=\Delta u(x, t)=0, \quad x \in \partial \Omega ; t \geq 0 \\
u(x, 0)=u_{0}(x), u_{t}(x, 0)=u_{1}(x) ; \quad x \in \Omega
\end{array}\right.
$$

where
$(G 1) g: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$is a differentiable function such that

$$
g(0)>0 ; \quad 1-\lambda \int_{0}^{\infty} g(s) d s=l>0
$$

where $\lambda$ constant such that

$$
\|\nabla u\|_{2}^{2} \leq \lambda\|\Delta u\|_{2}^{2}, \quad \forall u \in D(u)
$$

$(G 2)$ : there existe a differentiable function $\gamma$ satisfying:

$$
\begin{aligned}
& g^{\prime}(t) \leq-\gamma(t) g(t) ; \quad t \geq 0 \\
& \gamma(t)>0 ; \gamma^{\prime}(t) \leq 0 ; \quad \forall t>0
\end{aligned}
$$

We use these (G1) and(G2) to decay the solution
$\Omega$ is a domain bounded in $\mathbb{R}^{n}$ with a regular border $\partial \Omega$.
$\mathrm{g}(\mathrm{t})$ is the relaxation function, $u_{0}, u_{1}$ are initial data.
we introduce the space

$$
H_{*}^{2}(\Omega)=\left\{v \in H^{2} \backslash v=\Delta v=0 \quad \text { on } \quad \partial \Omega\right\}
$$

### 3.3 Energy equation $E(t)$ of the problem

multiply the equation (3.2) by $u_{t}$ and integre over $\Omega$ :

$$
\begin{align*}
& \int_{\Omega} u_{t t} \cdot u_{t} d x+\int_{\Omega} \Delta^{2} u \cdot u_{t} d x+\int_{\Omega} u \cdot u_{t} d x+\int_{0}^{t} g(t-\tau) \Delta u(\tau) \cdot u_{t} d \tau d x=0 \\
& \int_{\Omega} u_{t t} u_{t} d x=\int_{\Omega} \frac{d}{d t} \frac{1}{2}\left|u_{t}\right|^{2} d x=\frac{1}{2} \frac{d}{d t} \int_{\Omega}\left|u_{t}\right|^{2} d x=\frac{1}{2} \frac{d}{d t}\left\|u_{t}\right\|_{2}^{2} \\
& \int_{\Omega} u_{t t} u_{t} d x=\frac{1}{2} \frac{d}{d t}\left\|u_{t}\right\|_{2}^{2} \tag{3.3}
\end{align*}
$$

$\int_{\Omega} \Delta^{2} u \cdot u_{t} d x$ : We use the Green :

$$
\int_{\Omega}\left(\Delta^{2} u\right) \cdot u_{t} d x=-\int_{\Omega} \nabla(\Delta u) \cdot \nabla u_{t} d x+\int_{\partial \Omega} \frac{\partial(\Delta u)}{\partial \eta} u_{t} d \eta
$$

$$
\begin{align*}
& =\int_{\Omega} \Delta u \cdot \Delta u_{t} d x-\int_{\partial \Omega} \Delta u \frac{\partial u_{t}}{\partial \eta} d \eta \\
& =\int_{\Omega} \Delta u \cdot \Delta u_{t} d x \\
& =\frac{1}{2} \frac{d}{d t} \int_{\Omega}|\Delta u|^{2} d x \\
& =\frac{1}{2} \frac{d}{d t}\|\Delta u\|_{2}^{2} \\
& \int_{\Omega} \Delta^{2} u \cdot u_{t} d x=\frac{1}{2} \frac{d}{d t}\|\Delta u\|_{2}^{2}  \tag{3.4}\\
& \int_{\Omega} \int_{0}^{t} g(t-\tau) \Delta u(\tau) \cdot u_{t} d \tau d x \stackrel{G r e e n}{=}-\int_{\Omega} \int_{0}^{t} g(t-\tau) \nabla u(\tau) . \nabla u_{t}(t) d \tau d x \\
& =\int_{\Omega} \int_{0}^{t} g(t-\tau)[\nabla u(t)-\nabla u(\tau)-\nabla u(t)] \nabla u_{t}(t) d \tau d x \\
& =\int_{\Omega} \int_{0}^{t} g(t-\tau)(\nabla u(t)-\nabla u(\tau)) \nabla u_{t}(t) d \tau d x-\int_{\Omega} \int_{0}^{t} g(t-\tau) \nabla u(\tau) . \nabla u_{t}(t) d \tau d x \\
& =\int_{\Omega} \int_{0}^{t} g(t-\tau) \frac{1}{2} \frac{d}{d t}(\nabla u(t)-\nabla u(\tau))^{2} d \tau d x-\int_{\Omega} \int_{0}^{t} g(t-\tau) \frac{1}{2} \frac{d}{d t}(\nabla u(t))^{2} d \tau d x \\
& =\frac{1}{2} \int_{\Omega} \int_{0}^{t} \frac{d}{d t}\left(g(t-\tau)(\nabla u(t)-\nabla u(\tau))^{2} d \tau d x-\int_{\Omega} \int_{0}^{t} g^{\prime}(t-\tau)(\nabla u(t)-\nabla u(\tau))^{2} d \tau d x\right. \\
& -\frac{1}{2} \int_{\Omega} \int_{0}^{t} \frac{d}{d t}\left(g(t-\tau)(\nabla u(t))^{2} d \tau d x-\int_{\Omega} \int_{0}^{t} g^{\prime}(t-\tau)(\nabla u(t))^{2} d \tau d x\right. \\
& =\frac{1}{2} \frac{d}{d t} \int_{\Omega} \int_{0}^{t}\left(g(t-\tau)(\nabla u(t)-\nabla u(\tau))^{2} d \tau d x-\frac{1}{2} \int_{\Omega} g(0)(\nabla u(t)-\nabla u(t))^{2} d x\right. \\
& -\int_{\Omega} \int_{0}^{t} g^{\prime}(t-\tau)(\nabla u(t)-\nabla u(\tau))^{2} d \tau d x-\frac{1}{2} \frac{d}{d t} \int_{\Omega} \int_{0}^{t} g(t-\tau)(\nabla u(t))^{2} d \tau d x \\
& +\frac{1}{2} \int_{\Omega} g(0)(\nabla u(t))^{2} d x+\frac{1}{2} \int_{\Omega} \int_{0}^{t} g^{\prime}(t-\tau)(\nabla u(t))^{2} d \tau d x \\
& =\frac{1}{2} \frac{d}{d t} \int_{\Omega} \int_{0}^{t}\left(g(t-\tau)(\nabla u(t)-\nabla u(\tau))^{2} d \tau d x-\frac{1}{2} \int_{\Omega} \int_{0}^{t} g^{\prime}(t-\tau)(\nabla u(t)-\nabla u(\tau))^{2} d \tau d x\right. \\
& -\frac{1}{2} \frac{d}{d t} \int_{\Omega} \int_{0}^{t} g(s)(\nabla u(t))^{2} d s d x+\frac{1}{2} \int_{\Omega} g(0)(\nabla u(t))^{2} d x+\frac{1}{2} \int_{\Omega}(-g(0)+g(t))(\nabla u(t))^{2} d x
\end{align*}
$$

we notice

$$
\begin{gather*}
(g \circ v)=\int_{0}^{t} g(t-\tau)\|v(t)-v(\tau)\|_{2}^{2} d \tau: \\
\int_{\Omega} \int_{0}^{t} g(t-\tau) \Delta u(\tau) \cdot u_{t} d \tau d x=\frac{1}{2} \frac{d}{d t}(g \circ \nabla u)(t)-\frac{1}{2}\left(g^{\prime} \circ \nabla u\right)(t)-\frac{1}{2} \frac{d}{d t}\left(\int_{\Omega} g(s) d s\right)\|\nabla u(t)\|_{2}^{2}+\frac{1}{2} g(t)\|\nabla u(t)\|  \tag{3.5}\\
\int_{\Omega} u u_{t} d x=\int_{\Omega} \frac{d}{d t} \frac{1}{2}|u|^{2} d x=\frac{1}{2} \frac{d}{d t} \int_{\Omega}|u|^{2} d x=\frac{1}{2} \frac{d}{d t}\|u\|_{2}^{2} \\
\int_{\Omega} u u_{t} d x=\frac{1}{2} \frac{d}{d t}\|u\|_{2}^{2} \tag{3.6}
\end{gather*}
$$

from (3.3), (3.4), (3.5), and (3.6) we obtain:

$$
\begin{gathered}
\frac{d E(t)}{d t}=\frac{1}{2}\left(g^{\prime} \circ \nabla u\right)(t)-\frac{1}{2} g(t)\|\nabla u(t)\|_{2}^{2} \leq 0 \\
\mathrm{E}(\mathrm{t})=\frac{1}{2}\left\|u_{t}\right\|_{2}^{2}+\frac{1}{2}\|\Delta u\|_{2}^{2}+\frac{1}{2}\|u\|_{2}^{2}-\frac{1}{2}\left(\int_{\Omega} g(s) d s\right)\|\nabla u(t)\|_{2}^{2}+\frac{1}{2}(g \circ \nabla u)(t)(3.7)
\end{gathered}
$$

We have

$$
\int_{\Omega} u \cdot(\Delta u) d x=-\int_{\Omega} \nabla u \cdot \nabla u d x+\int_{\Omega} \frac{\partial(u)}{\partial \eta} u_{t} d s=-\int_{\Omega} \nabla u \cdot \nabla u d x
$$

Then

$$
\begin{gathered}
\int_{\Omega}(\nabla u) \cdot(\nabla u) d x=-\int_{\Omega} u \cdot \Delta u d x \leq\|u(t)\|_{2} \cdot\|\Delta u(t)\|_{2} \leq c_{p}\|\nabla u(t)\|_{2} \cdot\|\Delta u(t)\|_{2} \\
\|\nabla u(t)\|_{2}^{2} \leq c_{p}\|\nabla u(t)\|_{2} \cdot\|\Delta u(t)\|_{2} \leq c_{p}^{2}\|\Delta u(t)\|_{2}^{2} \\
- \\
-\left(\int_{\Omega} g(s) d s\right)\|\nabla u(t)\|_{2}^{2} \geq-c_{p}^{2} \int_{\Omega} g(s) d s\|\Delta u(t)\|_{2}^{2}
\end{gathered}
$$

Then

$$
\left.\|\Delta u(t)\|_{2}^{2}-\left(\int_{\Omega} g(s) d s\right)\|\nabla u(t)\|_{2}^{2} \geq\left(1-c_{p}^{2}\right) \int_{\Omega} \int_{0}^{t} g(s) d s\right)\|\Delta u(t)\|_{2}^{2} \geq 0
$$

We have then

$$
E(t)=\frac{1}{2}\left\|u_{t}\right\|_{2}^{2}+\frac{1}{2}\|\Delta u\|_{2}^{2}+\frac{1}{2}\|u(t)\|_{2}^{2}-\frac{1}{2}\left(\int_{\Omega} \int_{0}^{t} g(s) d s\right)\|\nabla u(t)\|_{2}^{2}+\frac{1}{2}(g \circ \nabla u)(t) \geq 0
$$

### 3.4 Auxiliary energy equation $\mathrm{J}(\mathrm{t})$

multiply the equation (3.2) by $-\Delta u_{t}$ and integre over $\Omega$

$$
\begin{gather*}
\int_{\Omega}-u_{t t} \cdot \Delta u_{t} d x+\int_{\Omega}-\Delta^{2} u \cdot \Delta u_{t} d x-\int_{\Omega} u \cdot \Delta u_{t} d x+\int_{\Omega} \int_{0}^{t}-g(t-\tau) \Delta u(\tau) \cdot \Delta u_{t} d \tau d x=0 \\
\int_{\Omega}-u_{t t} \cdot \Delta u_{t} d x=\int_{\Omega} \frac{d}{d t} \frac{1}{2}\left|\nabla u_{t}\right|^{2} d x=\frac{1}{2} \frac{d}{d t} \int_{\Omega}\left|\nabla u_{t}\right|^{2} d x=\frac{1}{2} \frac{d}{d t}\left\|\nabla u_{t}\right\|_{2}^{2} \\
\int_{\Omega}-u_{t t} \Delta u_{t} d x=\frac{1}{2} \frac{d}{d t}\left\|\nabla u_{t}\right\|_{2}^{2} \tag{3.8}
\end{gather*}
$$

$\int_{\Omega}-\Delta^{2} u \cdot \Delta u_{t} d x$ : We use the formula of Green :

$$
\begin{align*}
& \int_{\Omega}-\Delta^{2} u \cdot \Delta u_{t} d x=\int_{\Omega}-\Delta(\Delta u) \cdot \Delta u_{t} d x=\int_{\Omega} \nabla(\Delta u) \cdot \nabla\left(\Delta u_{t}\right) d x-\int_{\partial \Omega} \frac{\partial(\Delta u)}{\partial \eta} \Delta u_{t} d s \\
& =\frac{1}{2} \frac{d}{d t} \int_{\Omega}|\nabla(\Delta u)|^{2} d x \\
& =\frac{1}{2} \frac{d}{d t}\|\nabla(\Delta u)\|_{2}^{2} \\
& \int_{\Omega}-\Delta^{2} u \cdot \Delta u_{t} d x=\frac{1}{2} \frac{d}{d t}\|\nabla(\Delta u)\|_{2}^{2}  \tag{3.9}\\
& \int_{\Omega} \int_{0}^{t}(-g(t-\tau)) \Delta u(\tau) \cdot \Delta u_{t} d \tau d x=\int_{\Omega} \int_{0}^{t}(-g(t-\tau))[-\Delta u(t)+\Delta u(\tau)+\Delta u(t)] \Delta u_{t}(t) d \tau d x \\
& =-\int_{\Omega} \int_{0}^{t} g(t-\tau)(-\Delta u(t)+\Delta u(\tau)) \Delta u_{t}(t) d \tau d x-\int_{\Omega} \int_{0}^{t} g(t-\tau) \Delta u(t) . \Delta u_{t}(t) d \tau d x \\
& =-\int_{\Omega} \int_{0}^{t} g(t-\tau) \frac{1}{2} \frac{d}{d t}(-\Delta u(t)+\Delta u(\tau))^{2} d \tau d x-\int_{\Omega} \int_{0}^{t} g(t-\tau) \frac{1}{2} \frac{d}{d t}(\Delta u(t))^{2} d \tau d x \\
& =\frac{1}{2} \int_{\Omega} \int_{0}^{t} \frac{d}{d t}\left(g(t-\tau)(\Delta u(t)-\Delta u(\tau))^{2} d \tau\right) d x-\frac{1}{2} \int_{\Omega} \int_{0}^{t} g^{\prime}(t-\tau)(\Delta u(t)-\Delta u(\tau))^{2} d \tau d x \\
& -\frac{1}{2} \int_{\Omega} \int_{0}^{t} \frac{d}{d t}\left(g(t-\tau)(\Delta u(t))^{2} d \tau\right) d x+\frac{1}{2} \int_{\Omega} \int_{0}^{t} g^{\prime}(t-\tau)(\Delta u(t))^{2} d \tau d x \\
& =\frac{1}{2} \frac{d}{d t} \int_{\Omega} \int_{0}^{t}\left(g(t-\tau)(\Delta u(t)-\Delta u(\tau))^{2} d \tau d x-\frac{1}{2} \int_{\Omega} g(0)(\Delta u(t)-\Delta u(t))^{2} d x\right. \\
& -\frac{1}{2} \int_{\Omega} \int_{0}^{t} g^{\prime}(t-\tau)(\Delta u(t)-\Delta u(\tau))^{2} d \tau d x-\frac{1}{2} \frac{d}{d t} \int_{\Omega} \int_{0}^{t} g(t-\tau)|\Delta u(t)|^{2} d \tau d x
\end{align*}
$$

$$
\begin{gathered}
+\frac{1}{2} \int_{\Omega} g(0)|\Delta u(t)|^{2} d x+\frac{1}{2} \int_{\Omega} \int_{0}^{t} g^{\prime}(t-\tau)|\Delta u(t)|^{2} d \tau d x \\
=\frac{1}{2} \frac{d}{d t} \int_{\Omega} \int_{0}^{t}\left(g(t-\tau)|\Delta u(t)-\Delta u(\tau)|^{2} d \tau d x-\frac{1}{2} \int_{\Omega} \int_{0}^{t} g^{\prime}(t-\tau)(\Delta u(t)-\Delta u(\tau))^{2} d \tau d x\right. \\
-\left.\frac{1}{2} \frac{d}{d t} \int_{\Omega} \int_{0}^{t} g(s)| | \Delta u(t)\right|^{2} d s d x+\frac{1}{2} \int_{\Omega} g(0)|\Delta u(t)|^{2} d x-\frac{1}{2} \int_{\Omega}(g(0)-g(t))|\Delta u(t)|^{2} d x
\end{gathered}
$$

we notice

$$
(g \circ v)=\int_{0}^{t} g(t-\tau)\|v(t)-v(\tau)\|_{2}^{2} d \tau
$$

then

$$
\begin{align*}
& \int_{0}^{t}(-g(t-\tau)) \Delta u(\tau) \cdot \Delta u_{t} d \tau d x= \\
& \frac{1}{2} \frac{d}{d t}(g \circ \Delta u)(t)+\frac{1}{2}\left(g^{\prime} \circ \Delta u\right)(t)-\frac{1}{2} \frac{d}{d t}\left(\int_{\Omega} g(s) d s\right)\|\Delta u(t)\|_{2}^{2}+\frac{1}{2} g(t)\|\Delta u(t)\|_{2}^{2}  \tag{3.10}\\
& \int_{\Omega}-u \cdot \Delta u_{t} d x=\int_{\Omega} \frac{d}{d t} \frac{1}{2}|\nabla u|^{2} d x=\frac{1}{2} \frac{d}{d t} \int_{\Omega}|\nabla u|^{2} d x=\frac{1}{2} \frac{d}{d t}\|\nabla u\|_{2}^{2} \\
& \int_{\Omega}-u \Delta u_{t} d x=\frac{1}{2} \frac{d}{d t}\|\nabla u\|_{2}^{2} \tag{3.11}
\end{align*}
$$

from (3.8), (3.9), (3.10), and (3.11) we obtain :

$$
\begin{gathered}
\frac{d}{d t}\left[\frac{1}{2}\left\|\nabla u_{t}\right\|_{2}^{2}+\frac{1}{2}\|\nabla(\Delta u)(t)\|_{2}^{2}+\frac{1}{2}\|\nabla u\|_{2}^{2}-\frac{1}{2}\left(\int_{\Omega} g(s) d s\right)\|\Delta u(t)\|_{2}^{2}+\frac{1}{2}(g \circ \Delta u)(t)\right] \\
=\frac{1}{2}\left(g^{\prime} \circ \Delta u\right)(t)-\frac{1}{2} g(t)\|\Delta u(t)\|_{2}^{2} \leq 0 \\
J^{\prime}(t) \leq \frac{1}{2}\left(g^{\prime} \circ \Delta u\right)(t) \leq 0 \\
J(t)=\frac{1}{2}\left\|\nabla u_{t}\right\|_{2}^{2}+\frac{1}{2}\|\nabla(\Delta u)(t)\|_{2}^{2}-\frac{1}{2}\left(\int_{\Omega} g(s) d s\right)\|\Delta u(t)\|_{2}^{2}+\frac{1}{2}(g \circ \Delta u)(t)
\end{gathered}
$$

We have

$$
\begin{aligned}
\int_{\Omega} \Delta u \cdot \Delta u d x= & -\int_{\Omega} \nabla u \cdot \nabla(\Delta u) d x \leq\|\nabla u(t)\|_{2} \cdot\|\nabla(\Delta u(t))\|_{2} \leq c_{p}\|\nabla u(t)\|_{2} \cdot\|\Delta u(t)\|_{2} \\
& \|\Delta u(t)\|_{2}^{2} \leq c_{p}\|\Delta u(t)\|_{2} \cdot\|\nabla(\Delta u(t))\|_{2} \leq c_{p}^{2}\|\nabla(\Delta u(t))\|_{2}^{2} \\
& -\left(\int_{\Omega} g(s) d s\right)\|\Delta u(t)\|_{2}^{2} \geq-c_{p}^{2} \int_{\Omega} g(s) d s\|\nabla(\Delta u(t))\|_{2}^{2}
\end{aligned}
$$

Then

$$
\|\nabla(\Delta u(t))\|_{2}^{2}-\left(\int_{0}^{t} g(s) d s\right)\|\Delta u(t)\|_{2}^{2} \geq\left(1-c_{p}^{2}\right)\left(\int_{0}^{t} g(s) d s\right)\|\nabla(\Delta u(t))\|_{2}^{2} \geq 0
$$

We have then
$J(t)=\frac{1}{2}\left\|\nabla u_{t}\right\|_{2}^{2}+\frac{1}{2}\|\nabla(\Delta u)(t)\|_{2}^{2}+\frac{1}{2} \frac{d}{d t}\|\nabla u\|_{2}^{2}-\frac{1}{2}\left(\int_{\Omega} g(s) d s\right)\|\Delta u(t)\|_{2}^{2}+\frac{1}{2}(g \circ \Delta u)(t) \geq 0$

### 3.5 Discussing the existence and uniqueness

Theorem 3.5.1 Let $u_{0} \in H_{*}^{2}(\Omega), u_{1} \in L^{2}(\Omega)$. Assume that (G1),(G2) hold then problem (1) has a unique weak global solution u satisfying

$$
\begin{gathered}
u \in L^{\infty}\left(0, T ;\left(H_{*}^{2}(\Omega)\right)\right. \\
u_{t} \in L^{\infty}\left(0, T ; L^{2}(\Omega)\right.
\end{gathered}
$$

We use the Galerkin approximation method.
Existence:
Let $\left\{\omega_{j}\right\}_{j=1}^{\infty}$ be a basis of the separable space $H_{*}^{2}(\Omega)$ and $V_{m}=\operatorname{span}\left\{\omega_{1}, \omega_{2}, \ldots, \omega_{m}\right\}$ be a ends subspace of $H_{*}^{2}(\Omega)$ spanned by the first $m$ vectors.
Let finite

$$
u_{0}^{m}(x, y)=\sum_{j=1}^{m} a_{j}(t) \omega_{j}(x, y) \quad \text { and } \quad u_{1}^{m}(x, y)=\sum_{j=1}^{m} b_{j}(t) \omega_{j}(x, y)
$$

be sequences in $H_{*}^{2}(\Omega)$ and $L^{2}(\Omega)$ such that

$$
u_{0}^{m} \rightarrow u_{0} \quad \text { in } \quad H_{*}^{2}(\Omega), \quad u_{1}^{m} \rightarrow u_{1} \quad \text { in } \quad L^{2}(\Omega)
$$

We seek a solution of the form

$$
u^{m}(x, t)=\sum_{j=1}^{m} c_{j}(t) \omega_{j}(x, y)
$$

where

$$
c_{j}:\left[0, t_{m}\right) \longrightarrow R, j=1,2, \ldots, m
$$

which satisfies the approximate problem

$$
\begin{gather*}
\left(u_{t t}^{m}(x, t), \omega_{j}\right)+\left(u^{m}(x, t), \omega_{j}\right)+\left(\Delta^{2} u^{m}(x, t), \omega_{j}\right)+\int_{0}^{t} g(t-\tau)\left(\Delta u^{m}(x, \tau), \omega_{j}\right) d \tau=0, \forall \omega_{j} \in V_{m}, j=1, . ., m \\
u^{m}(0)=u_{0}^{m}, \quad u_{t}^{m}(0)=u_{1}^{m} \tag{3.12}
\end{gather*}
$$

According to the general results on the systems of differential equations, we are assured of the existence of a solution of (3.12), meaning, we can obtain function $c_{j}, j=1,2, \ldots, m$ which satisfies (3.12) for almost every $t \in\left(0, t_{m}\right), 0<t_{m}<T$. Therefore, we obtain a local solution $u^{m}$ of (3.12) in a maximal interval $\left[0, t_{m}\right), t_{m} \in[0, T)$.

Next, we show that $t_{m}=T$ and that the local solution is uniformly bounded independent of $m$ and $t$. For this, we multiply $\left(3.12\right.$ by $c_{j}^{\prime}(t)$ and sum over $j=1, \ldots ., m$ to obtain

$$
\begin{aligned}
\frac{d}{d t}\left[\frac{1}{2}\left\|u_{t}^{m}\right\|_{2}^{2}+\frac{1}{2}\left\|u^{m}\right\|_{2}^{2}+\frac{1}{2}\left\|\Delta u^{m}\right\|_{2}^{2}\right. & \left.-\left(\int_{0}^{t} g(s) d s\right)\left\|\nabla u^{m}(t)\right\|_{2}^{2}+\frac{1}{2}\left(g \circ \nabla u^{m}\right)(t)\right]=\frac{1}{2}\left(g^{\prime} \circ \nabla u^{m}\right)(t) \\
& -\frac{1}{2} g(t)\left\|\nabla u^{m}(t)\right\|_{2}^{2}
\end{aligned}
$$

It follows from (3.12) that

$$
\begin{equation*}
\frac{d E^{m}(t)}{d t}=\frac{1}{2}\left(g^{\prime} \circ \nabla u^{m}\right)(t)-\frac{1}{2} g(t)\left\|\nabla u^{m}(t)\right\|_{2}^{2} \leq 0 \tag{3.13}
\end{equation*}
$$

by assumptions (G1) and (G2). Integrating (3.13) over $(0, t), t \in\left(0, t_{m}\right)$ and noting that $u_{0}^{m}$ and $u_{1}^{m}$ are bounded in $H_{*}^{2}(\Omega)$ and $L^{2}(\Omega)$ respectively. we obtain

$$
\begin{equation*}
E^{m}(t) \leq E^{m}(0)=\frac{1}{2}\left\|u_{1}^{m}\right\|_{L^{2}(\Omega)}^{2}+\frac{1}{2}\left\|u_{0}^{m}\right\|_{L^{2}(\Omega)}^{2}+\frac{1}{2}\left\|\Delta u_{0}^{m}\right\|_{L^{2}(\Omega)}^{2} \leq C \tag{3.14}
\end{equation*}
$$

where C is a positive constant independent of $m$ and $t$. Therefore,
$\frac{1}{2}\left\|u_{t}^{m}\right\|_{2}^{2}+\frac{1}{2}\left\|u^{m}\right\|_{2}^{2}+\frac{1}{2}\left\|\Delta u^{m}\right\|_{2}^{2}-\left(\int_{0}^{t} g(s) d s\right)\left\|\nabla u^{m}(t)\right\|_{2}^{2}+\frac{1}{2}\left(g \circ \nabla u^{m}\right)(t) \leq C .(3$
This implies

$$
\begin{equation*}
\frac{1}{2}\left\|u_{t}^{m}\right\|_{L^{2}(\Omega)}^{2}+\frac{1}{2}\left\|u^{m}\right\|_{L^{2}(\Omega)}^{2}+\frac{l}{2}\left\|\Delta u^{m}\right\|_{L^{2}(\Omega)}^{2}+\frac{1}{2}\left(g \circ \nabla u^{m}\right)(t) \leq C . \tag{3.16}
\end{equation*}
$$

So, the approximate solution is bounded independent of $m$ and $t$. Therefore, we can extend $t_{m}$ to $T$. Moreover, we obtain from (3.16) that

$$
\begin{align*}
& \left(u^{m}\right) \text { is a bounded sequence in } L^{\infty}\left(0, T ;\left(H_{*}^{2}(\Omega)\right)\right) .  \tag{3.17}\\
& \left(u_{t}^{m}\right) \text { is a bounded sequence in } L^{\infty}\left(0, T ;\left(L^{2}(\Omega)\right)\right) . \tag{3.18}
\end{align*}
$$

This, there exists a subsequence $\left(u^{k}\right)$ of $\left(u^{m}\right)$ such that

$$
\begin{gathered}
u^{k} \rightharpoonup u \text { weakly star in } L^{\infty}\left(0, T ;\left(H_{*}^{2}(\Omega)\right)\right. \\
u_{t}^{k} \rightharpoonup u_{t} \text { star in } L^{\infty}\left(0, T ;\left(L^{2}(\Omega)\right)\right.
\end{gathered}
$$

Moreover, it follows in particular from (3.17), (3.18) that

$$
u^{m} \text { is a bounded in } L^{2}\left(0 , T ; ( H _ { * } ^ { 2 } ( \Omega ) ) , u _ { t } ^ { m } \text { is a bounded in } L ^ { 2 } \left(0, T ;\left(L^{2}(\Omega)\right)\right.\right.
$$

Using that $H_{*}^{2}(\Omega)$ is compactly embedded in $L^{2}(\Omega)$ ( remember that $\Omega$ is bounded and $\left.H_{*}^{2}(\Omega) \subset H^{2}(\Omega)\right)$, then for any $T>0$ we can extract a subsequence $\left(u^{l}\right)$ of $\left(u^{k}\right)$ such that :

$$
\begin{gathered}
u^{l} \longrightarrow u \text { strongly in } L^{\infty}\left(0, T ;\left(H_{*}^{2}(\Omega)\right)\right. \\
u_{t}^{m} \longrightarrow u_{t} \text { strongly in } L^{\infty}\left(0, T ;\left(L^{2}(\Omega)\right)\right.
\end{gathered}
$$

we get that $u^{l} \longrightarrow u$ almost everewhere in $\Omega \times(0, T)$.
Then we can pass to limit the approximate problem $(3.12)$ in order to get a weak solution of problem (3.3)
Uniqueness :
For the uniqueness, suppose that (1) has tow solution $u$ and $\tilde{u}$, then $v=u-\tilde{u}$ satisfies

$$
\left\{\begin{array}{c}
v_{t t}+v+\Delta^{2} v+\int_{0}^{t} g(t-\tau) \Delta v(\tau) d \tau=0, \quad x \in \Omega ; t>0  \tag{3.19}\\
v(x, t)=\Delta v(x, t)=0, \quad x \in \partial \Omega ; t \geq 0 \\
v(x, 0)=v_{t}(x, 0)=0 ; \quad x \in \Omega
\end{array}\right.
$$

multiply the equation (3.19) by $v_{t}$ and integrated over $\Omega$, we obtain
$\frac{d}{d t}\left[\frac{1}{2}\left\|v_{t}\right\|_{2}^{2}+\frac{1}{2}\|v\|_{2}^{2}+\frac{1}{2}\|\Delta v\|_{2}^{2}-\frac{1}{2}\left(\int_{0}^{t} g(s) d s\right)\|\nabla v(t)\|_{2}^{2}+\frac{1}{2}(g \circ \nabla v)(t)\right]=\frac{1}{2}\left(g^{\prime} \circ \nabla v\right)(t)$
$-\frac{1}{2} g(t)\|\nabla v(t)\|_{2}^{2}$

$$
\begin{equation*}
\frac{d \tilde{E}(t)}{d t}=\frac{1}{2}\left(g^{\prime} \circ \nabla v\right)(t)-\frac{1}{2} g(t)\|\nabla v(t)\|_{2}^{2} \leq 0 \tag{3.20}
\end{equation*}
$$

by (G1) and (G2). Integrating (3.20) over $(0, t)$, we obtain

$$
\tilde{E}(t) \leq \tilde{E}(0)=0
$$

This implies

$$
\frac{1}{2}\left\|v_{t}\right\|_{2}^{2}+\frac{1}{2}\|v\|_{2}^{2}+\frac{1}{2}\|\Delta v\|_{2}^{2}=0
$$

This

$$
\begin{gathered}
v=0 \\
u-\tilde{u}=0
\end{gathered}
$$

Therefore

$$
u=\tilde{u}
$$

## Chapter 4

## DECAY OF SOLUTION

### 4.1 The Lyapunov functional

In this section, we discuss the stability of solution of problem (3.2). Let us begin by defining the Lyapunov functional

$$
F(t)=E(t)+\epsilon_{1} \psi(t)+\epsilon_{2} \chi(t)
$$

Where $\epsilon_{1}$ and $\epsilon_{2}$ are positive constants to be specified later and

$$
\psi(t)=\int_{\Omega} u u_{t} d x
$$

and

$$
\chi(t)=-\int_{\Omega} u_{t} \int_{0}^{t} g(t-\tau)(u(t)-u(\tau)) d \tau d x
$$

Lemma 4.1.1 For $\epsilon_{1}$ and $\epsilon_{2}$ small enough, there exists tow positive constants $\alpha_{1}$ and $\alpha_{2}$ such that

$$
\begin{gathered}
\alpha_{1} F(t) \leq E(t) \leq \alpha_{2} F(t) \\
F(t)=E(t)+\epsilon_{1} \int_{\Omega} u \cdot u_{t} d x+\epsilon_{2} \int_{\Omega}-u_{t} \int_{0}^{t} g(t-\tau)(u(t)-u(\tau)) d \tau d x \\
\leq E(t)+\frac{\epsilon_{1}}{2} \int_{\Omega}|u|^{2} d x+\frac{\epsilon_{1}}{2} \int_{\Omega}\left|u_{t}\right|^{2} d x+\frac{\epsilon_{2}}{2} \int_{\Omega}\left|u_{t}\right|^{2} d x+\frac{\epsilon_{2}}{2} \int_{\Omega}\left(\int_{0}^{t} g(t-\tau)(u(t)-u(\tau)) d \tau\right)^{2} d x
\end{gathered}
$$

We have

$$
\int_{\Omega}|u|^{2} d x \leq c_{p} \int_{\Omega}|\nabla u|^{2} d x \leq c_{p}^{2} \int_{\Omega}|\Delta u|^{2} d x
$$

and

$$
\int_{\Omega}\left(\int_{0}^{t} g(t-\tau)(u(t)-u(\tau)) d \tau\right)^{2} d x \leq \int_{\Omega} \int_{0}^{\infty} g(t-\tau) \int_{0}^{t} g(t-\tau)(u(t)-u(\tau))^{2} d \tau d x
$$

$$
\leq c_{p}^{2} \int_{\Omega} \int_{0}^{\infty} g(t-\tau) \int_{0}^{t} g(t-\tau)(\nabla u(t)-\nabla u(\tau))^{2} d \tau d x \leq(1-l)(g \circ \nabla u)(t)
$$

Then

$$
F(t) \leq E(t)+\frac{\epsilon_{1}}{2} c_{p}^{2} \int_{\Omega}|\Delta u|^{2} d x+\frac{\left(\epsilon_{1}+\epsilon_{2}\right)}{2} \int_{\Omega}\left|u_{t}\right|^{2} d x+\frac{\epsilon_{2}}{2}(1-l)(g \circ \nabla u)(t)
$$

as

$$
F(t) \leq E(t)+\frac{\epsilon_{1}}{2} c_{p}^{2} \int_{\Omega}|\Delta u|^{2} d x+\frac{\left(\epsilon_{1}+\epsilon_{2}\right)}{2} \int_{\Omega}\left|u_{t}\right|^{2} d x+\frac{\epsilon_{2}}{2}(1-l)(g \circ \nabla u)(t)
$$

we can write

$$
\begin{gathered}
F(t) \leq c_{2} E(t) \\
\alpha_{2}=-\frac{1}{c_{2}} \\
E(t) \leq \alpha_{2} F(t) \\
F(t)=E(t)+\epsilon_{1} \int_{\Omega} u \cdot u_{t} d x+\epsilon_{2} \int_{\Omega}-u_{t} \int_{0}^{t} g(t-\tau)(u(t)-u(\tau)) d \tau d x \\
F(t) \geq E(t)-\frac{\epsilon_{1}}{2} \int_{\Omega}|u|^{2} d x-\frac{\epsilon_{1}}{2} \int_{\Omega}\left|u_{t}\right|^{2} d x-\frac{\epsilon_{2}}{2} \int_{\Omega}\left|u_{t}\right|^{2} d x-\frac{\epsilon_{2}}{2} \int_{\Omega}\left(\int_{0}^{t} g(t-\tau)(u(t)-u(\tau)) d \tau\right)^{2} d x
\end{gathered}
$$

We have

$$
\int_{\Omega}|u|^{2} d x \leq c_{p}^{2} \int_{\Omega}|\Delta u|^{2} d x \Rightarrow-\int_{\Omega}|u|^{2} d x \geq-c_{p}^{2} \int_{\Omega}|\Delta u|^{2} d x
$$

and

$$
\begin{aligned}
& \int_{\Omega}\left(\int_{0}^{t} g(t-\tau)(u(t)-u(\tau)) d \tau\right)^{2} d x \leq(1-l)(g \circ \nabla u)(t) \\
\Rightarrow & -\int_{\Omega}\left(\int_{0}^{t} g(t-\tau)(u(t)-u(\tau)) d \tau\right)^{2} d x \geq-(1-l)(g \circ \nabla u)(t)
\end{aligned}
$$

Then

$$
F(t) \geq E(t)-\frac{\epsilon_{1}}{2} c_{p}^{2} \int_{\Omega}|\Delta u|^{2} d x-\frac{\left(\epsilon_{1}+\epsilon_{2}\right)}{2} \int_{\Omega}\left|u_{t}\right|^{2} d x-\frac{\epsilon_{2}}{2}(1-l)(g \circ \nabla u)(t)
$$

In the same way we find

$$
\begin{aligned}
& F(t) \geq c_{1} E(t) \\
& E(t) \geq \alpha_{1} F(t)
\end{aligned}
$$

Lemma 4.1.2 Under assumptions (G1),(G2), the functional

$$
\psi(t)=\int_{\Omega} u \cdot u_{t} d x
$$

satisfies, along the solution of (3.2),

$$
\begin{gathered}
\psi^{\prime}(t) \leq\left\|u_{t}(t)\right\|_{2}^{2}-\|u(t)\|_{2}^{2}-\frac{l}{2}\|\Delta u(t)\|_{2}^{2}+\frac{1-l}{2 l}(g \circ \nabla u)(t) \\
\psi(t)=\int_{\Omega} u \cdot u_{t} d x \\
\psi^{\prime}(t)=\int_{\Omega} u_{t}^{2} d x+\int_{\Omega} u \cdot u_{t t} d x \\
\psi^{\prime}(t)=\int_{\Omega} u_{t}^{2} d x-\int_{\Omega} u^{2} d x-\int_{\Omega} u \cdot \Delta^{2} u d x-\int_{\Omega} u \int_{0}^{t} g(t-\tau) \Delta u(\tau) d \tau d x
\end{gathered}
$$

We use the formula of Green :

$$
\begin{gathered}
\psi^{\prime}(t)=\int_{\Omega} u_{t}^{2} d x-\int_{\Omega} u^{2} d x-\int_{\Omega}|\Delta u(t)|^{2} d x+\int_{\Omega} \int_{0}^{t} g(t-\tau) \nabla u(\tau) . \nabla u(t) d \tau d x \\
\int_{\Omega} \int_{0}^{t} g(t-\tau) \nabla u(\tau) . \nabla u(t) d \tau d x=\int_{\Omega} \int_{0}^{t} g(t-\tau) \nabla u(t)(\nabla u(\tau)-\nabla u(t)+\nabla u(t)) d \tau d x \\
=\int_{\Omega} \int_{0}^{t} g(t-\tau) \nabla u(t)(\nabla u(\tau)-\nabla u(t)) d \tau d x+\int_{\Omega} \int_{0}^{t} g(t-\tau)|\nabla u(t)|^{2} d \tau d x \\
=\int_{0}^{t} g(s) d s \int_{\Omega}|\nabla u(t)|^{2} d x+\int_{\Omega} \int_{0}^{t} g(t-\tau) \nabla u(t)(\nabla u(\tau)-\nabla u(t)) d \tau d x \\
\leq \int_{0}^{t} g(s) d s\|\nabla u(t)\|_{2}^{2}+\int_{\Omega} \int_{0}^{t} \sqrt{g(t-\tau)}|\nabla u(t)| \sqrt{g(t-\tau)|\nabla u(t)-\nabla u(\tau)| d \tau d x} \\
\leq c_{p}^{2} \int_{0}^{t} g(s) d s\|\Delta u(t)\|_{2}^{2}+\delta \int_{0}^{t} g(t-\tau) d \tau\|\nabla u(t)\|_{2}^{2}+\frac{1}{4 \delta} \int_{\Omega} \int_{0}^{t} g(t-\tau)|\nabla u(t)-\nabla u(\tau)|^{2} d \tau d x \\
\leq c_{p}^{2} \int_{0}^{t} g(s) d s\|\Delta u(t)\|_{2}^{2}+\delta \int_{0}^{t} g(s) d s\|\nabla u(t)\|_{2}^{2}+\frac{1}{4 \delta} \int_{\Omega} \int_{0}^{t} g(t-\tau)|\nabla u(t)-\nabla u(\tau)|^{2} d \tau d x \\
\leq\left[(1+\delta) c_{p}^{2} \int_{0}^{\infty} g(s) d s\right]\|\Delta u(t)\|_{2}^{2}+\frac{1}{4 \delta}(g \circ \nabla u)(t)
\end{gathered}
$$

then
$\psi^{\prime}(t) \leq \int_{\Omega} u_{t}^{2} d x-\|u(t)\|_{2}^{2}-\|\Delta u(t)\|_{2}^{2}+\left[(1+\delta) c_{p}^{2} \int_{0}^{\infty} g(s) d s\right]\|\Delta u(t)\|_{2}^{2}+\frac{1}{4 \delta}(g \circ \nabla u)(t)$

$$
\begin{aligned}
& \leq\left\|u_{t}(t)\right\|_{2}^{2}-\|u(t)\|_{2}^{2}-\left[1-(1+\delta) c_{p}^{2} \int_{0}^{\infty} g(s) d s\right]\|\Delta u(t)\|_{2}^{2}+\frac{1}{4 \delta}(g \circ \nabla u)(t) \\
& \leq\left\|u_{t}(t)\right\|_{2}^{2}-\|u(t)\|_{2}^{2}-\left[l-\delta c_{p}^{2} \int_{0}^{\infty} g(s) d s\right]\|\Delta u(t)\|_{2}^{2}+\frac{1}{4 \delta}(g \circ \nabla u)(t) \quad \forall \delta>0
\end{aligned}
$$

we choose

$$
\delta=\frac{l}{2 c_{p}^{2} \int_{0}^{\infty} g(s) d s}
$$

we find

$$
\psi^{\prime}(t) \leq\left\|u_{t}(t)\right\|_{2}^{2}-\|u(t)\|_{2}^{2}-\frac{l}{2}\|\Delta u(t)\|_{2}^{2}+\frac{1-l}{2 l}(g \circ \nabla u)(t)
$$

Lemma 4.1.3 Assume conditions (G1) and (G2) hold. Then the functional

$$
\chi(t)=-\int_{\Omega} u_{t} \int_{0}^{t} g(t-\tau)(u(t)-u(\tau)) d \tau d x
$$

satisfies, along the solution of (1),

$$
\begin{gathered}
\chi^{\prime}(t) \leq \delta(1+2(1-l)+\lambda)\left(\int_{0}^{\infty} g(s) d s\right)\|\Delta u(t)\|_{2}^{2}+\left(\delta-\int_{0}^{t} g(s) d s\right)\left\|u_{t}(t)\right\|_{2}^{2} \\
+\frac{1}{4 \delta}(g \circ \Delta u)(t)+\left(2 \delta+\frac{1}{4 \delta}\right)\left(\int_{0}^{\infty} g(s) d s\right)(g \circ \nabla u)(t)+\frac{g(0)}{4 \delta} c_{p}\left(-g^{\prime} \circ \nabla u\right)(t) \\
\chi(t)=-\int_{\Omega} u_{t} \int_{0}^{t} g(t-\tau)(u(t)-u(\tau)) d \tau d x \\
\chi^{\prime}(t)=-\int_{\Omega} u_{t t} \int_{0}^{t} g(t-\tau)(u(t)-u(\tau)) d \tau d x-\int_{\Omega} u_{t} \int_{0}^{t} g^{\prime}(t-\tau)(u(t)-u(\tau)) d \tau d x-\left(\int_{0}^{t} g(s) d s\right) \int_{\Omega} u_{t}^{2} d x \\
=\int_{\Omega} u(t) \int_{0}^{t} g(t-\tau)(u(t)-u(\tau)) d \tau d x+\int_{\Omega} \Delta^{2} u(t) \int_{0}^{t} g(t-\tau)(u(t)-u(\tau)) d \tau d x \\
+\int_{\Omega}\left(\int_{0}^{t} g(t-\tau) \Delta u(\tau) d \tau\right)\left(\int_{0}^{t} g(t-\tau)(u(t)-u(\tau)) d \tau\right) d x-\int_{\Omega} u_{t} \int_{0}^{t} g^{\prime}(t-\tau)(u(t)-u(\tau)) d \tau d x \\
-\left(\int_{0}^{t} g(s) d s\right)\left\|u_{t}(t)\right\|_{2}^{2}
\end{gathered}
$$

We use the formula of Green in the first terme and the secand terme, we obtain:

$$
\chi^{\prime}(t)=\int_{\Omega} \Delta u(t) \int_{0}^{t} g(t-\tau)(\Delta u(t)-\Delta u(\tau)) d \tau d x
$$

$$
\begin{gathered}
-\int_{\Omega}\left(\int_{0}^{t} g(t-\tau) \nabla u(\tau) d \tau\right)\left(\int_{0}^{t} g(t-\tau)(\nabla u(t)-\nabla u(\tau)) d \tau\right) d x \\
-\int_{\Omega} u_{t} \int_{0}^{t} g^{\prime}(t-\tau)(u(t)-u(\tau)) d \tau d x-\left(\int_{0}^{t} g(s) d s\right)\left\|u_{t}(t)\right\|_{2}^{2}
\end{gathered}
$$

We have

$$
\begin{gathered}
\int_{\Omega} \Delta u(t) \int_{0}^{t} g(t-\tau)(\Delta u(t)-\Delta u(\tau)) d \tau d x \leq \int_{0}^{t} \sqrt{g(t-\tau)}|\Delta u(t)| \sqrt{g(t-\tau)}|\Delta u(t)-\Delta u(\tau)| d \tau d x \\
\leq \delta \int_{\Omega} \int_{0}^{t} g(t-\tau) d \tau|\Delta u(t)|^{2} d x+\frac{1}{4 \delta} \int_{\Omega} \int_{0}^{t} g(t-\tau)|\Delta u(t)-\Delta u(\tau)|^{2} d \tau d x \\
\leq \delta\left(\int_{0}^{\infty} g(s) d s\right)\|\Delta u(t)\|_{2}^{2}++\frac{1}{4 \delta}(g \circ \Delta u)(t)
\end{gathered}
$$

and we have

$$
\begin{gathered}
\int_{\Omega} u \int_{0}^{t} g(t-\tau)(u(t)-u(\tau)) d \tau d x \leq \delta \int_{\Omega} u^{2} d x \\
+\frac{1}{4 \delta} \int_{\Omega}\left(\int_{0}^{t} g(t-\tau)(u(t)-u(\tau)) d \tau\right)^{2} d x \\
\leq \delta \lambda\|\Delta u\|_{2}^{2}+\frac{1}{4 \delta}(1-l)(g \circ \nabla u)(t)
\end{gathered}
$$

and we have

$$
\begin{aligned}
& \begin{array}{l}
\left.\int_{\Omega}\left(-\int_{0}^{t} g(t-\tau)\right) \nabla u(\tau) d \tau\right)\left(\int_{0}^{t} g(t-\tau)(\nabla u(t)-\nabla u(\tau)) d \tau\right) d x \leq \delta \int_{\Omega}\left(\int_{0}^{t} g(t-\tau)|\nabla u(\tau)| d \tau\right)^{2} d x \\
\\
+\frac{1}{4 \delta} \int_{\Omega}\left(\int_{0}^{t} g(t-\tau)|\nabla u(t)-\nabla u(\tau)| d \tau\right)^{2} d x \\
\leq \delta \int_{\Omega}\left(\int_{0}^{t} g(t-\tau)|\nabla u(\tau)-\nabla u(t)+\nabla u(t)| d \tau\right)^{2} d x+\frac{1}{4 \delta} \int_{\Omega}\left(\int_{0}^{t} g(t-\tau)|\nabla u(t)-\nabla u(\tau)| d \tau\right)^{2} d x \\
\leq \delta \int_{\Omega}\left(\int_{0}^{t} g(t-\tau)(|\nabla u(t)-\nabla u(\tau)|+|\nabla u(t)|) d \tau\right)^{2} d x+\frac{1}{4 \delta} \int_{\Omega}\left(\int_{0}^{t} g(t-\tau)|\nabla u(t)-\nabla u(\tau)| d \tau\right)^{2} d x \\
\leq 2 \delta \int_{\Omega}\left(\int_{0}^{t} g(t-\tau)|\nabla u(t)-\nabla u(\tau)| d \tau\right)^{2} d x+2 \delta \int_{\Omega}\left(\int_{0}^{t} g(t-\tau)|\nabla u(t)| d \tau\right)^{2} d x \\
\quad+\frac{1}{4 \delta} \int_{\Omega} \int_{0}^{t} g(t-\tau) d \tau \int_{0}^{t} g(t-\tau)|\nabla u(t)-\nabla u(\tau)|^{2} d \tau d x \\
\leq 2 \delta \int_{\Omega} \int_{0}^{t} g(t-\tau) d \tau \int_{0}^{t} g(t-\tau)|\nabla u(t)-\nabla u(\tau)|^{2} d \tau d x+2 \delta \int_{\Omega}\left(\int_{0}^{t} g(t-\tau)|\nabla u(t)| d \tau\right)^{2} d x
\end{array}
\end{aligned}
$$

$$
\begin{gathered}
+\frac{1}{4 \delta}\left(\int_{0}^{t} g(s) d s\right)(g \circ \nabla u)(t) \\
\leq 2 \delta \int_{0}^{\infty} g(s) d s(g \circ \nabla u)(t)+2 \delta\left(\int_{0}^{\infty} g(s) d s\right)^{2}\|\nabla u(t)\|_{2}^{2}+\frac{1}{4 \delta}\left(\int_{0}^{\infty} g(s) d s\right)(g \circ \nabla u)(t) \\
\leq\left(2 \delta+\frac{1}{4 \delta}\right)\left(\int_{0}^{\infty} g(s) d s\right)(g \circ \nabla u)(t)+2 \delta\left(\int_{0}^{\infty} g(s) d s\right)^{2}\|\nabla u(t)\|_{2}^{2} \\
\leq\left(2 \delta+\frac{1}{4 \delta}\right)\left(\int_{0}^{\infty} g(s) d s\right)(g \circ \nabla u)(t)+2 \delta c_{p}^{2}\left(\int_{0}^{\infty} g(s) d s\right)^{2}\|\Delta u(t)\|_{2}^{2} \\
\leq\left(2 \delta+\frac{1}{4 \delta}\right)\left(\int_{0}^{\infty} g(s) d s\right)(g \circ \nabla u)(t)+2 \delta(1-l)\left(\int_{0}^{\infty} g(s) d s\right)^{2}\|\Delta u(t)\|_{2}^{2}
\end{gathered}
$$

and we have

$$
\begin{gathered}
\int_{\Omega}-u_{t} \int_{0}^{t} g^{\prime}(t-\tau)(u(t)-u(\tau)) d \tau d x=\int_{\Omega}-u_{t} \int_{0}^{t} \sqrt{-g^{\prime}(t-\tau)} \sqrt{-g^{\prime}(t-\tau)}(u(t)-u(\tau)) d \tau d x \\
\leq \delta \int_{\Omega}\left|u_{t}\right|^{2} d x+\frac{1}{4 \delta} \int_{\Omega}\left(\int_{0}^{t} \sqrt{-g^{\prime}(t-\tau)} \sqrt{-g^{\prime}(t-\tau)}|u(t)-u(\tau)| d \tau\right)^{2} d x \\
\leq \delta \int_{\Omega}\left|u_{t}\right|^{2} d x+\frac{1}{4 \delta} \int_{\Omega} \int_{0}^{t}-g^{\prime}(t-\tau) d \tau \int_{0}^{t}-g^{\prime}(t-\tau)|u(t)-u(\tau)|^{2} d \tau d x \\
\leq \delta \int_{\Omega}\left|u_{t}\right|^{2} d x+\frac{1}{4 \delta} \int_{\Omega}(g(0)-g(t)) \int_{0}^{t}-g^{\prime}(t-\tau)|u(t)-u(\tau)|^{2} d \tau d x \\
\leq \delta \int_{\Omega}\left|u_{t}\right|^{2} d x+\frac{1}{4 \delta} \int_{\Omega} g(0) \int_{0}^{t}-g^{\prime}(t-\tau)|u(t)-u(\tau)|^{2} d \tau d x \quad(\text { becauseg }(t) \geq 0) \\
\leq \delta\left\|u_{t}(t)\right\|_{2}^{2}+\frac{g(0)}{4 \delta} c_{p}\left(-g^{\prime} \circ \nabla u\right)(t)
\end{gathered}
$$

We have then

$$
\begin{gathered}
\chi^{\prime}(t) \leq \delta(1+2(1-l)+\lambda)\left(\int_{0}^{\infty} g(s) d s\right)\|\Delta u(t)\|_{2}^{2}+\left(\delta-\int_{0}^{t} g(s) d s\right)\left\|u_{t}(t)\right\|_{2}^{2}+\frac{1}{4 \delta}(g \circ \Delta u)(t) \\
+\left(2 \delta+\frac{1}{4 \delta}\right)\left(\int_{0}^{\infty} g(s) d s\right)(g \circ \nabla u)(t)+\frac{g(0)}{4 \delta} c_{p}\left(-g^{\prime} \circ \nabla u\right)(t)
\end{gathered}
$$

### 4.2 Stability of Solution

Theorem 4.2.1 Let $u_{0} \in H_{*}^{2}(\Omega), u_{1} \in L^{2}(\Omega)$. Assume that (G1), (G2) hold then for any $t_{0}>0$, there exist a positive constant $\alpha$ for which the solution of problem (3.2) satisfies

$$
E(t) \leq \frac{\alpha}{\int_{0}^{t} \gamma(s) d s}, \quad \forall t \geq t_{0}
$$

Example 1 for $\gamma(t)=\frac{\nu}{t+1}, \nu>1$ and $g(t)=\frac{a}{(t+1)^{\nu}}, 0<a<\frac{1}{\lambda}$ we find

$$
E(t) \leq \frac{C}{\ln (t+1)}, \quad \forall t \geq t_{0}
$$

Example 2 for $\gamma(t)=\nu(t+1)^{\nu-1}, 0<\nu<1$ and $g(t)=a \exp ^{-(t+1)^{\nu}}, 0<a<\frac{1}{\lambda}$ we find

$$
E(t) \leq \frac{C}{t^{\nu}}, \quad \forall t \geq t_{0}
$$

proof

$$
\begin{gathered}
F(t)=E(t)+\epsilon_{1} \psi(t)+\epsilon_{2} \chi(t) \\
F^{\prime}(t)=E^{\prime}(t)+\epsilon_{1} \psi^{\prime}(t)+\epsilon_{2} \chi^{\prime}(t) \\
\leq \frac{1}{2}\left(g^{\prime} \circ \nabla u\right)(t)-\frac{1}{2} g(t)\|\nabla u(t)\|_{2}^{2} \\
+\epsilon_{1}\left[\left\|u_{t}(t)\right\|_{2}^{2}-\epsilon_{1}\|u(t)\|_{2}^{2}-\frac{l}{2}\|\Delta u(t)\|_{2}^{2}+\frac{1-l}{2 l}(g \circ \nabla u)(t)\right] \\
+\epsilon_{2}\left[\delta(1+2(1-l)+\lambda)\left(\int_{0}^{\infty} g(s) d s\right)\|\Delta u(t)\|_{2}^{2}+\left(\delta-\int_{0}^{t} g(s) d s\right)\left\|u_{t}(t)\right\|_{2}^{2}+\frac{1}{4 \delta}(g \circ \Delta u)(t)\right. \\
\left.+\left(2 \delta+\frac{1}{4 \delta}\right)\left(\int_{0}^{\infty} g(s) d s\right)(g \circ \nabla u)(t)+\frac{g(0)}{4 \delta} c_{p}\left(-g^{\prime} \circ \nabla u\right)(t)\right]
\end{gathered}
$$

We have

$$
\int_{0}^{t} g(s) d s \geq \int_{t_{0}}^{t} g(s) d s=g_{0}
$$

and

$$
\int_{0}^{\infty} g(s) d s=\frac{1-l}{\lambda}
$$

so
$F^{\prime}(t) \leq-\left[\epsilon_{2}\left(g_{0}-\delta\right)-\epsilon_{1}\right]\left\|u_{t}(t)\right\|_{2}^{2}-\epsilon_{1}\|u(t)\|_{2}^{2}-\left[\frac{\epsilon_{1} \cdot l}{2}-\frac{\epsilon_{2} \delta}{\lambda}\left((1-l)+2(1-l)^{2}+\lambda\right)\right]\|\Delta u(t)\|_{2}^{2}$

$$
\begin{gathered}
+\left[\epsilon_{1} \frac{1-l}{2 l}+\frac{\epsilon_{2}}{\lambda}\left(2 \delta+\frac{1}{4 \delta}\right)(1-l)\right](g \circ \nabla u)(t)+\frac{1}{4 \delta}(g \circ \Delta u)(t) \\
+\left[\frac{1}{2}-\epsilon_{2} \cdot c_{p} \frac{g(0)}{4 \delta}\right]\left(g^{\prime} \circ \nabla u\right)(t)
\end{gathered}
$$

We choose $\delta$ such that

$$
g_{0}-\delta>\frac{1}{2} g_{0}
$$

and

$$
\frac{2 \delta}{l . \lambda}\left((1-l)+2(1-l)^{2}+\lambda\right)<\frac{1}{4} g(0)
$$

We find

$$
\epsilon_{2}\left(g_{0}-\delta\right)-\epsilon_{1}>\frac{1}{2} g(0) \epsilon_{2}-\epsilon_{1}>0 \Rightarrow \epsilon_{1}<\frac{1}{2} g(0) \epsilon_{2}
$$

and

$$
\epsilon_{1}-\frac{2 \delta}{l . \lambda}\left((1-l)+2(1-l)^{2}+\lambda\right) \epsilon_{2}>\epsilon_{1}-\frac{1}{4} g(0) \epsilon_{2}>0 \Rightarrow \epsilon_{1}>\frac{1}{4} g(0) \epsilon_{2}
$$

So

$$
\frac{1}{4} g(0) \epsilon_{2}<\epsilon_{1}<\frac{1}{2} g(0) \epsilon_{2}
$$

Will make

$$
\begin{gathered}
k_{1}=\epsilon_{2}\left(g_{0}-\delta\right)-\epsilon_{1}>0 \\
k_{2}=\frac{\epsilon_{1} l}{2}-\frac{2 \delta}{l . \lambda}\left((1-l)+2(1-l)^{2}+\lambda\right)>0
\end{gathered}
$$

We then pick $\epsilon_{1}$ and $\epsilon_{2}$ so small that $\alpha_{1} F(t) \leq E(t) \leq \alpha_{2} F(t)$ and $\frac{1}{4} g(0) \epsilon_{2}<\epsilon_{1}<\frac{1}{2} g(0) \epsilon_{2}$ remain valide and $\frac{1}{2}-\epsilon_{2} \cdot c_{p} \frac{g(0)}{4 \delta}>0$
then, we find

$$
\begin{gather*}
F^{\prime}(t) \leq-k_{1}\left\|u_{t}(t)\right\|_{2}^{2}-k_{2}\|\Delta u(t)\|_{2}^{2}-\epsilon_{1}\|u(t)\|_{2}^{2}+c[(g \circ \nabla u)(t)+(g \circ \Delta u)(t)] \\
F^{\prime}(t) \leq-\beta E(t)+c[(g \circ \nabla u)(t)+(g \circ \Delta u)(t)] ; \quad \forall t \geq t_{0} ; \forall \beta, c>0 \tag{4.1}
\end{gather*}
$$

Multiply (4.1) by $\gamma(t)$, we find

$$
\gamma(t) F^{\prime}(t) \leq-\beta \gamma(t) E(t)+c \gamma(t)[(g \circ \nabla u)(t)+(g \circ \Delta u)(t)]
$$

We use $g^{\prime}(t) \leq-\gamma(t) g(t)$, we find

$$
\gamma(t) F^{\prime}(t) \leq-\beta \gamma(t) E(t)-c\left[\left(g^{\prime} \circ \nabla u\right)(t)+\left(g^{\prime} \circ \Delta u\right)(t)\right]
$$

We use $E^{\prime}(t) \leq\left(g^{\prime} \circ \nabla u\right)(t)$ and $J^{\prime}(t) \leq\left(g^{\prime} \circ \Delta u\right)(t)$, we find

$$
\begin{gathered}
\gamma(t) F^{\prime}(t) \leq-\beta \gamma(t) E(t)-c\left[E^{\prime}(t)+J^{\prime}(t)\right] \quad \forall t \geq t_{0} \\
\gamma(t) F^{\prime}(t)+c\left[E^{\prime}(t)+J^{\prime}(t)\right] \leq-\beta \gamma(t) E(t) \quad \forall t \geq t_{0} \\
{\left[\gamma(t) F^{\prime}(t)+c\left[E^{\prime}(t)+J^{\prime}(t)\right]\right]^{\prime}-\gamma^{\prime}(t) F(t) \leq-\beta \gamma(t) E(t) \quad \forall t \geq t_{0}} \\
\beta \gamma(t) E(t) \leq-\left[\gamma(t) F^{\prime}(t)+c\left[E^{\prime}(t)+J^{\prime}(t)\right]\right]^{\prime} \quad \forall t \geq t_{0} \\
\beta \int_{t_{0}}^{t} \gamma(s) E(s) d s \leq-\gamma(t) F(t)-c[E(t)+J(t)]+\gamma\left(t_{0}\right) F\left(t_{0}\right)+c\left[E\left(t_{0}\right)+J\left(t_{0}\right)\right]
\end{gathered}
$$

Then

$$
\beta \int_{t_{0}}^{t} \gamma(s) E(s) d s \leq \eta
$$

We have

$$
\begin{gathered}
E(t) \leq E(s), \quad s \leq t \\
\Rightarrow \gamma(s) E(t) \leq \gamma(s) E(s) \\
\Rightarrow \beta E(t) \int_{t_{0}}^{t} \gamma(s) d s=\int_{t_{0}}^{t} \beta \gamma(s) E(t) d s \leq \int_{t_{0}}^{t} \beta \gamma(s) E(s) d s \leq \eta
\end{gathered}
$$

Then

$$
E(t) \leq \frac{\alpha}{\int_{t_{0}}^{t} \gamma(s) d s}, \quad \forall t \geq t_{0}
$$

## Conclusion

The objectif of this work is study the existence and the uniqueness and the stable.
In the second chapter we stady the existence of solutions to a plate equation .
In the third and fourth chapter we have studied the existence ,the uniqueness and the stability of a problem governed by a viscoelastic term and we use the method of Galarekin and we obtained a result of decrease of the energy of the solution using Lyapunov's method.
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