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Abstract— In this paper, a interval type 2 fuzzy adaptive
backstepping design procedure is proposed for a class of
nonlinear systems with three types of uncertainties: (i)
nonlinear uncertainties; (ii) unmodeled dynamics and (iii)
dynamic disturbances. The type 2 fuzzy logic systems are
used to approximate the nonlinear uncertainties and
nonlinear damping terms are used to counte-ract the
dynamic disturbances and fuzzy approximation errors.
The derived type 2 fuzzy adaptive control approach
guarantees the global boundedness property for all the
signals and states, and at the same time, steers the output to
a small neighborhood of the origin. Simulation studies are
included to illustrate the effectiveness of the proposed
approach.
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I. INTRODUCTION

It is important to stabilize uncertain nonlinear systems
because of difficulty in constructing accurate
mathematical models for the plants which are highly
nonlinear in practice. During the past two decades, many
researchers have devoted a lot of effort to solve stability
problem for uncertain nonlinear systems. Based on the
backstepping design method, several elegant adaptive
control schemes were designed for SISO [1], [7] and
MIMO [8], [9] nonlinear systems with unknown
parameters. It is difficult to describe a nonlinear plant by
known nonlinear functions precisely. Fuzzy systems [10]
are usually used as a promising way for controlling
uncertain nonlinear functions owing to their inherent
capabilities in function approximation.
Type-1 fuzzy logic systems (FLSs) are known for their
ability to compensate for structured and unstructured
uncertainties, to a certain degree. However, type-2 fuzzy
engines have been credited to be more powerful in
compensating for even higher degrees of uncertainties [11].
the type-1 fuzzy system is a technique using simple fuzzy
sets that may not be robust enough to overcome
uncertainties .The type-1 membership functions can not
expect to show accuracy for anticipating unexpected
event. It is hard to predict what type of problem may
occur next. To translate this degree of uncertainty into
linguistic rules beforehand so that the corresponding fuzzy
rule-based can always contain the uncertain element as
part of its whole set of linguistic variables is an impossible
mission. Therefore, a lot of investigations have focused on
improving type-2 fuzzy logic control for better handling
of uncertainties and nonlinear systems[12].

In recent years, many fuzzy adaptive control schemes
have been reported that combined the backstepping
technique with adaptive fuzzy logic systems [2]- [6].
Fuzzy adaptive backstepping control schemes can  provide
a  systematic framework for   the  design of  tracking or
regulation strategies, in   which the  fuzzy logic   systems
are   used to   approximate the unknown nonlinear
functions, and an  adaptive fuzzy controller is constructed
recursively.
In the refs [3] - [6], the existing adaptive fuzzy
backstepping control approaches only   consider that the
nonlinear systems with the nonlinear uncertainties without
considering the unmodeled dynamics and dynamic
disturbances. As  we  known, the unmodeled dynamics
and dynamic disturbances appear in  practical nonlinear
systems due to  the  measurement  noise, modeling errors,
external  disturbances,  modelling simplifications or
changes with time variations, and they are   frequently the
sources of resulting in the instability of the control
systems [2], [13], [14].

The objective in this paper is to develop a new robust
adaptive fuzzy control approach for SISO nonlinear
systems with three types of uncertainties i.e., nonlinear
uncertainties, unmodeled dynamics and nonlinear
dynamic disturbances. In recursive backstepping designs,
interval type 2 fuzzy logic systems are employed to
approximate the nonlinear uncertainties, nonlinear
damping terms are used to counteract the dynamic
disturbances and fuzzy approximation errors, and a
dynamic signal is introduced to dominate the unmodeled
dynamics.

It is proved that the derived interval type 2 fuzzy
adaptive control approach guarantees the global
boundedness property for all the signals of the closed-loop
systems, the output converges to a small neighbord of the
origin and the control signal with optimal parameters is
small as possible in the beginning motion.

II. PRELIMINARIES

A. Models descriptions and mathematics lemmas

Many practical nonlinear systems can be  expressed in
or transformed into a special state-space form:
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where the input u and the output y evolve in R,

 1 2, , , nx x x x  in nR and z in 0nR are the unmeasured

portion of the state,    1, , 1, 2, ,i if x x i n  are

nonlinear uncertainties, i.e.,. unknown smooth functions,
and  1,2, ,i i n    are nonlinear dynamic

disturbance , it is assumed that i and q are uncertain

Lipschitz continuous functions the z-dynamics in  (1) is
referred to as the unmodeled dynamics.

Throughout the paper, the following assumptions are
made on system (1).

Assumption 1 [12]. For each 1 i n  , there exists an

unknown positive constant *
iv such that

      * *
1 1 2, , , ,i i i i i ix z t v x x v z    (2)

where 1i is a known nonnegative smooth function, and

2i is a known nonnegative smooth function. With no

loss of generality, assume that  2 0 0i  .

Assumption 2 [14]. The unmodeled dynamics is
exponentially input-to-state practically stable (exp-ISpS);
i.e., the system  ,z q z x has an exp-ISpS Lyapunov

function V(z) which satisfies

     1 2z V z z   (3)

       0 0 0,
V z

q z x c V z x d
z




   


(4)

In (3) and (4), 1 , 2 and 0 are of class K -

functions, 0c and 0d are known positive constants.

Lemma 1 [12]. If V is an exp-ISpS Lyapunov function
for a control system  ,z q z x , i.e., Eqs. (3) and (4)

hold, then for any constants c in (0, 0c ) , initial condition

 0 0 0x x t and 0 0r  , for any function    1 0 1x x  ,

there exists a finite  0 0 0 0, , 0T T c r z  ,a nonnegative

function  0 ,D t t defined for all 0t t and a signal

described by

    1 0 0 0,r c r x t d r t r     (5)

Such that  0 , 0D t t  for all 0 0t t T  and

      0 ,V z t r t D t t  (6)

for all 0t t where the solutions are defined. In order to

analyze and prove the stability and robustness of fuzzy
control system in the following section, we recall the
following results:

Lemma 2 [13]. For any 0  , there exists a   smooth

function such g that g(0)=0 and  x xg x   .

Lemma 3 [13]. For any 0  , and any continuous

function f(x) with f(0) = 0 there exists a nonnegative

smooth function f̂ , with  / 0 0f x   , such that

   ˆf x f x   .

Interval Type-2 Fuzzy system
Consider a T2FLS having p inputs 1 1, , p px X x X 

and one output y ∈ Y .The type-2 fuzzy rule base consists
of a collection of IF THEN rules. We assume there are M
rules and the rule of a type-2 relation between the input
space 2 pX X X   and the output space Y can be
expressed as

1 1 2 2:i i i i
p pR if x is F and x is F and and x is F (7)

ithen y is G i=1,2,...,M

The inference engine combines rules and gives a mapping
from input T2FSs to output T2FSs. To achieve this
process, we have to compute unions and intersections of
type-2 set, as well as compositions of type-2 relations. The
output of inference engine block is a type-2 set. By using
the extension principle of type-1 defuzzification method,
type-reduction takes us from type-2 output sets of the FLS
to a type-1 set called the “type-reduced set.” This set may
then be defuzzified to obtain a single crisp value.
In Fig.1, we only consider singleton input fuzzification
throughout this paper. Similar to T1FLS, the firing
strength Fi in (7) can be obtained by following inference
process [12]:
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where  is the meet operation and  is the join
operation [12]

Fig. 1 The structure of T2FLS

The result of join operation can be an interval type-1 set
[11, 12] as

T
i i iF f f   
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There are many kinds of type-reduction, such as centroid,
height, modified weight. and center-of-sets [13]. The



center-of-sets type-reduction will be used in this paper and
can be expressed as
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where Ycos is the interval set determined by two end
points ly and ry , and firing strengths

i i i if F f f    

The interval set  l ry y should computed or set first

before the computation of cosY Ycos(x). For any  value

cosy Y , y can be expressed as
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Note that ly and ry depend only on mixture of i
f or .

i
f values. Hence, left-most point ly and right-most point

ry can be expressed as [13]
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For illustrative purposes, we briefly provide the
computation procedure for ry . Without loss of generality,

assume the
r

iy are arranged in ascending order, i.e.
1 2
r

M
y r ry y  

Step 1: Compute ry in (12) by initially using

  / 2r i i
rf f f  for i = 1, . . . , M, where if and
if are precomputed by (9); and let r ry y 

Step 2: Find R (1 ≤ R ≤M −1) such that 1R R
r r ry y y   .

Step 3: Compute ry in (12) with
r

i if f for i R and

r

i if f for i>R.and let r ry y  .

Step 4: If r ry y  then go to Step 5. If r ry y  then

stop and set r ry y 
Step 5: Set ry equal to ry and return to Step 2.

the ry in (12) can be reexpressed as
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The procedure to compute ly is similar to compute ry .In

Step 2, it only needs to find L (1 ≤ L ≤M −1),such that
1L L

l l ly y y   . In Step 3, let i i
lf f for i ≤ L, and

i i
lf f for i > L. The ly in (12) can be also rewritten as
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The defuzzified crisp output from an IT2FLS is the
average of
    / 2l ry x y y  (14)
The objective of this paper is to design a robust fuzzy

controller and the adaptive laws for adjusting the
parameter vectors such that all the signals of the closed-
loop are bounded and the output 1y x converges to a

small neighbourhood of the origin.

III. FUZZY ADAPTIVE ROBUST CONTROL DESIGN

The backstepping procedure is an effective design
approach for strict-feedback nonlinear systems. The
design procedure contains n steps. In each step, a virtual
control function i should be developed using an

appropriate Lyapunov function iV . The detailed design

procedures for system (1) are described in the following:
Step 1: For the following system

 
   1 2 1 1 1

, ,

, ,

z q z x

x x f x x z t



   




(15)

Define  1 1 2 2 1 1 1 ˆ, , , ,x x x x x r p    and consider

Lyapunov function as

 22 1 *
1 1 1 1 1

0

1 1 1 1 ˆ
2 2 2

TV x r p p 
 

       (16)

Where    22
1 0x x x  ,  * * *

1max , , np v v  , 1 1 0T   is

an adaptive gain matrix, 0 and are positive design

parameters; *ˆp p p  and p̂ is the estimate of *p and
*

1 1 1    is parameter error vector.

Taking the time derivative of 1V with respect to the

solutions of Eq (15) and by using (5), we have

   1
1 1 2 1 1 1 1 1 1

0

1 1 ˆTV x x f x r p p 
 

           

     2 2
1 2 1 1 1 1 1 0 1 0

0 0

1c
x x f x x r x x d

 
      

1
1 1 1

1 ˆT pp 


      (17)

Since  1 1f x is unknown function, we utilize fuzzy logic

system to approximate it, and suppose that

     1 1 1 1 1 1 1 1 1
T Tf x x x w      (18)

where *
1 1 1    is parameter error vector, and 1w is fuzzy

minimum approximation error.
where

     11 1 12 1 1 0ˆ ˆ ˆ, pw x x r x p p p           (19)



Therefore, by choosing the intermediate stabilizing
function p1 as:

   2

1 1 1 1 1 1 1 0 1 1
0
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4
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     1 1 1 1 11 1 12 1ˆ ˆˆtan / ,h x p x x r          (20)

with 1k as design constant. After some manipulation

we obtain
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1 1 1
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1 ˆ
2 2

pT c
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 

 
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Where

     *0
1 0 11 12 1 0 1

0

, 2 , 0.2785
d

t t p d t t   

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0
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10
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1 2

1
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ppp   

(22)
Since  1 0 , 0d t t  for all t t and  1 0 , 0d t t  if 0 0t t T  ,

 1 0 ,t t is equal to a constant if 0 0t t T  .It is important

to note that  0 , 0t t  (when 0 0t t T  ) can be made

arbitrarily small by choosing appropriately the design
parameters 0 , 11 , 12 ,  and p .

Step i.  2 1i n   : Let

   1 1 1 1
ˆ, , , , , , , , 2 1i i i i ix x x x r p i n        

A similar procedure is employed recursively at each step.
By using  (1), the dynamics of the ix -subsystem are

described by
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function, fuzzy logic system is used to approximate it, and
let
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Where i iw  , i is a known positive constant. Then
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Consider the function iV defined by
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After some manipulation, we have
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then we obtain
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 
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 
      
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
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(31)

where

     
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Eq.(31) implies
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(32)

Step n. In the final design step, the actual control input u
appears. We consider the overall Lyapunov function

2 1
1

1 1

2 2
T

n n n n n nV V x       (33)

By setting i = n in the intermediate adaptation functions

i and iw described by (29) and (30), and in the

intermediate control function i we obtain that the time

derivative of nV as
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*
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j j i i n n
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
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(34)
By choosing the parameter adaptive laws:



 0n n n n n nx           
 and ˆ np w , we obtain
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where
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from (35) we can further have

 0 ,  
n n n nV c V t t (37)

By constracting, the positive constant nc and

nonnegative function n are given by:
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min 2 , , , ; 1, ,

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n i p

i

c k c i n
 


(38)

The above design and analysis procedure is summarised in
the following theorem:
Théorème 1
Suppose assumptions 1 and 2 hold, all solutions ( )r t ,

( )ix t , ( )i t et ˆ ( )p t of the closed-loop system (1) are

globally uniformly bounded. Furthermore, for any

 1/ 2
2 / n nc  , there exists T sutch that   y t  for

t T [14].
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From (35), we have :
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(39)

is important to note that  0 , 0n t t  (when 0 0t t T  )

can be made arbitrarily small by choosing appropriately
the design parameters 0 , 1i , 2i ,  and p .

From (35), it follows that the signals
ˆ( ), ( ), ( ), ( )i ix t r t t p t and then ( )ix t are globally uniformly

bounded. Due to (3) and (6), the trajectoire z(t) is also
globally uniformly ultimately bounded. In particular, for
all initial conditions whose norms are less than
( 0   a ), there exists 0  T such that the

 0 , 0id t t for all 0 0t t T  . This fact together  with

(39),  (13) et (32) implies for any  1/ 2
2 / n nc  , there

exists  T such that   y t  for t T .

IV. SIMULATION EXAMPLE

To illustrate the fuzzy adaptive control procedure, we
consider the second-order nonlinear system described by:

  1 1

2
1

0.5 0.1 2
1 2 1 1

2 2
2 1 2 1

0.50.049sinx x

z z x

x x x e x e t z

x u x x z x

 

  

    

  







(40)

where 10.5
1 1

xf x e , 2
2 1 2f x x ,

  10.5 2
1 1 0.1sinxx e t z    , 2

2 10.1z x  and z is

unmeasured. Then, assumption 1 holds with
20.5

11
sse  ,

12 s  , 2
21 s  , 4

22 s  .

The assumption 2 holds for z-subsystem with   2
zV z z ,

1.2c  , 2
0 11.25x  , 4

11.25x  , 0 1.68d  , 2
1 0.5z  ,

2
2 1.5z  .

The parameters  of the ik are chosen as 1 6k  and

2 3k  , the design parameters in the proposed controller

and in adaptive laws are chosen as : 0.01  , 1 0.1  ,

2 0.2  , 0 1  , 4  , 1 1 10    ,

11 12 21 22 0.5       , 0.4  ,

4p   10 20 0.1,0.1,0.1;0.1;0.1   .
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Fig. 3. Trajectory of state 2x
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Fig. 4. Trajectory of control u

With the initial conditions are given as:  1 0 1x  ,

 2 0 7x  ,    1 0 0.1;0.6;0.9;0.7;0.9  ,

   2 0 0.6;0.9;0.7;0.7;0  ,  1
ˆ 0 0.1p  , and  0 1r  .

From Figs. 2–4, we can conclude that the proposed
control approach can guarantee the boundedness of the
signals 1x , 2x ,u,. Especially, the trajectory of output

1y x converges to a small neighbord of the origin. The

chosen parameters of ik we give a satisfactory result of

the control signal.

V. CONCLUSION

In this paper, an adaptive robust interval type 2 fuzzy
control approach based on backstepping design is
proposed for SISO nonlinear systems.

The uncertain nonlinear systems are not only with
unknown functions, but also with unmodeled dynamics
and dynamic disturbances. By introducing a dynamic
signal and combing with the backstepping recursively
design procedure.

The proposed adaptive fuzzy control scheme can
guarantee all the close-loop signals are boundedness and
the output of the system to converge to a small
neighborhood of the desired trajectory.
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