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Abstract

Let k be a positive integer and G = (V;E) a graph. A subset S of
V is a k-independent set of G if the maximum degree of the subgraph
induced by the vertices of S is less or equal to k � 1. The maximum
cardinality of a k-independent set of G is the k-independence number
�k(G). We give lower bounds on �k(G) in terms of the order, the
chromatic number and the number of supports vertices. Moreover we
characterize extremal trees attaining these bounds.
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1 Introduction

Let G be a simple graph with vertex set V and edge set E. The number
of vertices of G is called the order, and is denoted by n = n(G). The open
neighborhood N(v) = NG(v) of a vertex v consists of all vertices adjacent to
v and d(v) = dG(v) = jN(v)j is the degree of v. The closed neighborhood of
a vertex v is de�ned by N [v] = NG [v] = NG (v) [ fvg. By � = �(G) and
� = �(G), we denote the minimum and the maximum degree of the graph
G, respectively. A vertex of degree one is called a leaf and its neighbor is
called a support vertex. If v is a support vertex then Lv will denote the set
of the leaves adjacent to v. We denote by S(G) and L(G) the set of support
vertices and the set of leaves, respectively, and we let s(G) = jS(G)j and
`(G) = jL(G)j. For a subset A � V (G), we denote by hAi the subgraph
induced by the vertices of A. We denote by Kp;q the complete bipartite
graph with partite sets X and Y such that jXj = p and jY j = q. We denote
by Sp;q the double star, obtained by attaching p leaves at an endvertex of a
path P2 and q leaves at the second one.
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Let k be a positive integer. A subset S of V is k-independent G if the
maximum degree of the subgraph induced by the vertices of S is less or
equal to k � 1. A k-independent set of G is maximal if for every vertex
v 2 V nS, S [ fvg is not k-independent. Clearly every set of a k vertices
is a k-independent set, and so �k(G) � k. Also if k > �, then the entire
vertex set V (G) is k-independent, and so �k(G) = n. Therefore in the whole
of the paper, we will assume that k is an integer with 1 � k � �. The k-
independence number �k(G) is the maximum cardinality of a k-independent
set of G. Notice that 1-independent sets are the classical independent sets,
and so �1(G) = �(G). If S is a k-independent set of G of size �k(G), then
we call S a �k(G)-set.

k-independence was introduced by Fink and Jacobson [6, 7] and is studied
for examlple in [3, 4, 5, 8, 9] and elsewhere.

A p-coloring of a graph G is a function de�ned on V into a set of colors
f1; 2; ::::; pg such that any two adjacent vertices have di¤erent colors. Each
set of vertices colored with one color is an independent set of vertices of G,
so a p-coloring is a partition of V into p independent sets. The minimum
cardinality p for which G has p-coloring is the chromatic number �(G) of G.
The parameter �(G) has been extensively studied by many authors. One of
the classical results concerning the chromatic number of a graph is due to
Brooks [2].

Theorem 1 (brooks [2]) For any graph G, �(G) � � + 1, with equality
if and only if either � 6= 2 and G has a subgraph K�+1 as a connected
component or � = 2 and G has a cycle C2k+1 as a connected component.

2 Lower bounds

We begin by giving the following two results that can be found in [1].

Lemma 2 (Blidia et al.[1]) For k � 1, let w be a vertex of a graph G00

such that every neighbor of w has degree at most k, at least w or one of its
neighbors has degree k or more, and every vertex in V (G00)nN [w], if any, has
degree less than k in G00. Let G0 be any graph and G the graph constructed
from G0 and G00 by adding an edge between w and any vertex of G0. Then
�k(G) = �k(G

0) + jV (G00)j � 1.

Theorem 3 (Blidia et al.[1]) Let G be a connected bipartite graph of or-

der n � 2 with s(G) support vertices. Then �2(G) �
n+ s(G)

2
.
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Next we provide a generalization of Theorem 3. Let �s(G) = Min
v2S(G)

jLvj.

Theorem 4 Let G be a graph of order n with a chromatic number �(G).
Then

a) If �s(G) � k � 1, then �k(G) �
n+ (�(G)� 1)(k � 1)s(G)

�(G)
.

b) If �s(G) � k � 2, then �k(G) �
n+ i+ (�s(G)�(G)� (k � 1))s(G)

�(G)

with i =
X

v2S(G)
(k � 1�Min(jLvj ; k � 1)) � 1.

Proof. The result can be easily checked if G is a complete graph. Thus
assume that G is not complete and let C be a set of leaves de�ned as follows:
for each support vertex v of G we put in C exactly Min(jLvj ; k � 1) of
its leaves. Clearly jCj � (k � 1)s(G). Let A1; A2; ::::::; A�(G) be a �(G)-
coloration of the subgraph induced by the vertices of V (G) � C. Without
loss of generality, we can assume that jA1j � jA2j � ::: �

��A�(G)��. Note that
�(G) = � hV (G)� Ci. We consider the following two cases.

Case a. �s(G) � k � 1. Then jCj = (k � 1)s(G) and therefore

n� (k � 1)s(G) = jA1j+ jA2j+ :::+
��A�(G)�� � �(G) ��A�(G)�� ;

implying that
��A�(G)�� � n� (k � 1)s(G)

�(G)
. Since A�(G)[C is k-independent,

�k(G) �
��A�(G) [ C�� � n� (k � 1)s(G)

�(G)
+ (k � 1)s(G). It follows that

�k(G) �
n+ (�(G)� 1)(k � 1)s(G)

�(G)
.

Case b. �s(G) � k� 2. Then �s(G)s(G) � jCj < (k� 1)s(G) and there-
fore jCj = (k � 1)s(G)� i, where i =

X
v2S(G)

(k � 1�Min(jLvj ; k � 1))� 1.

Hence n� ((k�1)s(G)� i) = jA1j+ jA2j :::+
��A�(G)�� � �(G) ��A�(G)��, imply-

ing that
��A�(G)�� � n+ i� (k � 1)s(G)

�(G)
. Since A�(G) [ C is k-independent,

�k(G) �
��A�(G) [ C�� � n+ i� (k � 1)s(G)

�(G)
+ �s(G)s(G). It follows that

�k(G) �
n+ i+ (�(G)�s(G)� (k � 1))s(G)

�(G)
with i � 1. This completes the

proof of Theorem 4.

as immediate consequences to Theorem 1 and 4, we obtain the following
corollaries.
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Corollary 5 Let G be a graph of order n and maximum degree �(G). Then

a) If �s(G) � k � 1, then �k(G) �
n+�(G)(k � 1)s(G)

�(G) + 1
.

b) If �s(G) � k� 2 and i =
X

v2S(G)
(k� 1�Min(jLvj ; k� 1)) � 1, then

�k(G) �
n+ i+ (�s(G)(�(G) + 1)� (k � 1))s(G)

�(G) + 1
:

Observe that if G = C2m+1, then �k(G) >
n+�(G)(k � 1)s(G)

�(G) + 1
. Thus

if connected with �k(G) =
n+�(G)(k � 1)s(G)

�(G) + 1
, then �(G) = �(G) + 1

and by Theorem 1, G = Kn.

On the other hand, �(G) = 2 for all bipartite graphs G having at least
one edge. Using this fact we have:

Corollary 6 Let G be a bipartite graph of order n. Then

a) If �s(G) � k�1, then �k(G) �
n+ (k � 1)s(G)

2
(1).

b) If �s(G) � k � 2 and i =
X

v2S(G)
(k � 1�Min(jLvj ; k � 1)) � 1, then

�k(G) �
n+ i+ (2�s(G)� (k � 1))s(G)

2
(2).

To see that the bound of Corollary 6 -(a) is sharp, we consider the graph
Gq (q � 1) obtained from a path Pq and q cycles C4 by identifying one vertex
of each cycle with a vertex of the path. Then n = 4q, s(Gq) = 0, �s(Gq) = 0,

k = 1 and �1 = 2q =
n+ (k � 1)s(G)

2
=
4q + 0

2
.

For the particular case k = 2, we have:

Corollary 7 Let G be a graph with chromatic number �(G). Then

�2(G) �
n+ (�(G)� 1)s(G)

�(G)
.
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3 Trees with equality in (1)

For the purpose of characterizing trees that attain the bound in Corollary
6-(a), we de�ne the family G of all non trivial trees T that can be obtained
from a sequence T0; T1; :::; Ti (i � 1) of trees, where T0 = K1;k (k � 1),
T1 = Sk�1;k�1:(k � 2), T = Ti, and if i � 2, Ti+1 can be obtained recursively
from Ti by one of the following operations.

� Operation G1 : Add a copy of a star K1;k attached by an edge between
any vertex of the star K1;k and a vertex r of Ti, with the condition
that if r is a leaf of Ti, then its support vertex z satisfy jLzj � k � 1.

� Operation G2 : Add a copy of a double star Sk�1;k�1 of supports ver-
tices u; v attached by an edge uz at a vertex z of Ti, with the con-
dition that if z is a leaf of Ti, then its support vertex z0 in Ti satisfy
jLz0 j � k � 1.

Observe that if T is a tree of G, then �s(T ) � k � 1. We let s(P2) = 2.

Lemma 8 If T = P2 or T 2 G. Then �k(T ) =
n+ (k � 1)s(T )

2
.

Proof. Clearly if T = P2, then �(T ) = n=2 = 1 and �2(T ) =
n+ s(T )

2
=

2. Now let T be any tree of G. We proceed by induction on the number of
operations Gi performed to construct T . The property is true for T0 = K1;k
and T1 = Sk�1;k�1. Suppose the property true for all trees of G constructed
with j � 1 � 0 operations and let T be a tree of G constructed with j op-
erations. Consider the following two cases depending on whether if T is
obtained by performing operation G1 or G2.

If the last operation performed on a tree T 0 obtained by j�1 operations
is G1, then n(T ) = n(T 0) + k + 1 and s(T ) = s(T 0) + 1. By Lemma 2 and
the inductive hypothesis applied on T 0,

�k(T ) = �k(T
0) + k =

(n(T 0) + (k � 1)s(T 0))
2

+ k

=
(n(T )� k � 1 + (k � 1)(s(T )� 1))

2
+ k =

(n(T ) + (k � 1)s(T ))
2

:

So, �k(T ) =
(n(T ) + (k � 1)s(T ))

2
.
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If the last operation performed on a tree T 0 obtained by j�1 operations,
is G2, then n(T ) = n(T 0) + 2k and s(T ) = s(T 0) + 2. By Lemma 2 and the
inductive hypothesis applied on T 0,

�k(T ) = �k(T
0) + 2k � 1 = (n(T 0) + (k � 1)s(T 0)

2
+ 2k � 1

=
(n(T )� 2k + (k � 1)(s(T )� 2))

2
+ 2k � 1 = (n(T ) + (k � 1)s(T ))

2
:

So, �k(T ) =
(n(T ) + (k � 1)s(T ))

2
.

We now are ready to give extremal trees achieving equality in (1).

Theorem 9 Let T be a non-trivial tree with �s(T ) � k � 1. Then

�k(T ) =
(n(T ) + (k � 1)s(T ))

2
if and only if T = P2 or T 2 G.

Proof. The su¢ cient condition follows from Lemma 8.

Conversely, let T be a tree with �k(T ) =
(n(T ) + (k � 1)s(T ))

2
. If n = 2,

then T = P2. Suppose that n � 3. We proceed by induction on the order n of
T . If diam(T ) = 2, then T = K1;p with p � k�1. If p = k�1, then �k(T ) =
p+1 =

p+ 1 + k � 1
2

, which implies that p = k�2, impossible. And if p � k,

then �k(T ) = p =
p+ 1 + k � 1

2
; which implies that p = k and so T = K1;k

establishing the base case T0 and so T 2 G. If diam(T ) = 3, then T = Sp;q
with p � q � k � 1. If q � k, then �k(T ) = p + q =

p+ q + 2 + (k � 1)2
2

,

which implies that p + q = 2k � 2q, so p � q. Since p � q it results that
p = q = k and T = Sk;k. Thus T is obtained from T0 by performing G1
and T 2 G. If q = k � 1, then �k(T ) = p + q + 1 =

p+ q + 2 + (k � 1)2
2

,

which implies that p + q = 2(k � 1) = 2q, which holds p = q = k � 1 and
T = Sk�1;k�1, establishing the base case T1 and so T 2 G. Now assume
that diam(T ) � 4 and root T at a vertex r of maximum eccentricity. Let
v be a support vertex at maximum distance from r, and u its parent. We
distinguish between two cases:

Case 1. jL�j � k.
Let T 0 = T�T�. Then n0 = n�jL�j�1 � 3 and s(T ) � s(T 0) � s(T )�1.

Moreover, s(T 0) = s(T ) if and only if u is the unique leaf of a support vertex
of T 0. By Lemma 2, �k(T ) = �k(T 0) + jL�j, and by Corollary 6, we have:

n(T ) + (k � 1)s(T )
2

= �k(T ) = �k(T
0) + jL�j �

n(T 0) + (k � 1)s(T 0)
2

+ jL�j

6
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So �k(T ) �
(n(T )� jL�j � 1 + (k � 1)(s(T )� 1))

2
+ jL�j

=
(n(T ) + (k � 1)s(T ) + jL�j � k

2

� (n(T ) + (k � 1)s(T )
2

= �k(T ).

The equality between the extremal two members implies that �k(T 0) =
n(T 0) + (k � 1)s(T 0)

2
, jL�j = k and s(T 0) = s(T )� 1. Thus u is either a leaf

of a strong support vertex in T 0 with �s(T 0) � k� 1, or di¤erent from a leaf
in T 0. Now by induction on T 0, T 0 2 G, and so T 2 G because it is obtained
from T 0 by performing G1.

Case 2. jL�j = k � 1. Let T 0 = T � Tu.
From the above case, we may assume that every descendent of u has

degree at most k, then n(T 0) � 3. Assume that u is adjacent to q � k � 1
or q = 0 leaves and has p � 1 children as support vertices. By Lemma 2 :

n(T ) + (k � 1)s(T )
2

= �k(T ) = �k(T
0) + pk + q.

Since �s(T 0) � �s(T ) � k� 1, then �k(T 0) �
n(T 0) + (k � 1)s(T 0)

2
and thus

�k(T ) = �k(T
0) + pk + q � n(T 0) + (k � 1)s(T 0)

2
+ pk + q.

We have n(T 0) = n(T ) � pk � q � 1 and p � 1. By the di¤erent situations
related to the value of q and the position of the parent w of u in T 0, one
can check that s(T ) � p � 1 � s(T 0) � s(T ) � p + 1. Then we can write
s(T 0) � s(T ) � p � i with i = 1 if q � k � 1, i = 0 if q = 0, Thus
s(T 0) = s(T )� p� i if and only if w either is not a leaf of T 0 or w is a leaf
of a strong support vertex of T 0. Therefore

�k(T ) = �k(T
0) + pk + q � (n(T 0) + (k � 1)s(T 0))

2
+ pk + q

=
n(T )� pk � q � 1 + (k � 1)(s(T )� p� i) + 2pk + 2q

2
,

which implies that �k(T ) � �k(T ) +
q � i(k � 1) + p� 1

2
. If q = 0, then

i = 0, so, �k(T ) � �k(T ) +
p� 1
2

� �k(T ) and if q � k � 1, then i = 1, so,

�k(T ) � �k(T ) +
q � i(k � 1) + p� 1

2
� �k(T ).
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The equality between the extremal two members implies that �k(T 0) =
n(T 0) + (k � 1)s(T 0)

2
, and thus T 0 2 G by the inductive hypothesis, q� i(k�

1)+p�1 = 0 and s(T 0) = s(T )�p�i. It follows from q�i(k�1)+p�1 = 0
that p = 1 and q = i(k � 1), that is either p = 1 and q = (k � 1) or p = 1
and q = 0.

In both cases, T can be obtained from T 0 by performing operation G1 if
p = 1 and q = 0, or operation G2 if p = 1 and q = k � 1. Therefore T 2 G
which completes the proof.

In order to characterize trees T that attain the bound in Corollary 6-(b),
we give the following proposition.

Proposition 10 Let G be a bipartite graph with �s(G) � (k� 2) such that

�k(G) =
n+ i+ (2�s(G)� (k � 1))s(G)

2
with i =

X
v2S(G)

(k � 1 �Min(jLvj,

k� 1)) � 1. Then �k(G) = �k�1(G) = ::: = �k�j(G) =
n+ (k � 1� j)s(G)

2
with 1 � j � k� 1� �s(G) and d(v) � k for every vertex v 2 V (G)�L(G).

Proof. Similarly to the proof of Theorem 4; let C be a set of leaves
de�ned as follows: for each support vertex v of G we put in C exactly
Min(jLvj ; k � 1) of its leaves. Since �s(G) � k � 2, �s(G)s(G) � jCj <
(k � 1)s(G). Therefore jCj = (k � 1)s(G) � i with i =

X
v2S(G)

(k � 1 �

Min(jLvj ; k � 1)) � 1. Let A1, A2 be the 2-coloration of the subgraph
induced by the vertices of V (G) � C. Without loss of generality, we have
n+ i� (k � 1)s(G)

2
� jA1j � jA2j �

n� �s(G)s(G)
2

. Since A2 [ C is a

k-independent set,

�k(G) � jA2 [ Cj = jA2j+ jCj �
n+ i� (k � 1)s(G)

2
+ �s(G)s(G).

It follows that �k(G) �
n+ i+ (2�s(G)� (k � 1))s(G)

2
. If

�k(G) =
n+ i+ (2�s(G)� (k � 1))s(G)

2
,

then jA2j =
n+ i� (k � 1)s(G)

2
and jCj = �s(G)s(G). Since

n+ i� (k � 1)s(G)
2

� jA1j � jA2j ,

8
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jA2j =
n+ i� (k � 1)s(G)

2
= jA1j. On the other hand there exists a stable

S in the subgraph induced by V (G) � C such that jSj � jV (G)� Cj
2

=

n� �s(G)s(G)
2

. Since S [ C is a k-independent set, �k(G) � jS [ Cj =

jSj+jCj � n� �s(G)s(G)
2

+�s(G)s(G), implying that
n+ i� (k � 1)s(G)

2
=

jA1j = jA2j =
n� �s(G)s(G)

2
. However

i�(k�1)s(G) =
X

v2S(G)
(k�1�Min(jLvj ; k�1))�(k�1)s(G) = ��s(G)s(G),

it follows thatMin(jLvj ; k�1) = �s(G) � k�2. So jLvj = �s(G) 8v 2 S(G),
and therefore C = L(G). Since �ss(G) = (k � 1)s(G) � i and �s(G) �
k � 2, i = js(G) with j 2 N , and so k = �s + 1 + j. Hence �k(G) =
n+ (k � 1� j)s(G)

2
with 1 � j � k � 1 � �s(G). If j = 1, then from Case

a of Corollary 6, we have �k(G) � �k�1(G) �
n+ (k � 2)s(G)

2
. Clearly

if �k(G) =
n+ (k � 2)s(G)

2
, then �k(G) = �k�1(G) =

n+ (k � 2)s(G)
2

.

So, we have �k(G) � �k�1(G) � ::: � �k�j(G) �
n+ (k � 1� j)s(G)

2
with

1 � j � k � 1 � �s. Equality between the extremal two members implies
that �k(G) = �k�1(G) = ::: = �k�j(G) =

n+ (k � 1� j)s(G)
2

and d(v) � k
for every vertex v 2 V (G)� L(G).

4 Trees with equality in (2)

In view of Proposition 10, all trees satisfy �k(T ) >
n+ i+ (2�s(T )� (k � 1))s(T )

2
,

where i =
X

v2S(T )
(k�1�Min(jLvj ; k�1))� 1. We will now prove that there

is no extremal tree of the bound in Corollary 6-(b).

Theorem 11 Let T be a non-trivial tree with �s(T ) � k� 2. Then there is

no tree with �k(T ) =
n+ i+ (2�s(T )� (k � 1))s(T )

2
where

i =
X

v2S(T )
(k � 1�Min(jLvj , k � 1)) � 1.

9

398



Proof. From proof of Proposition 10, and since in every tree T , there
exists in hV (T )� Ci a pendent vertex x with degree equal to (k � 1� j) +
1 in T , so dT (x) = k � j with j � 1. However the family of extremal

trees with �k(T ) =
n+ i+ (2�s(T )� (k � 1))s(T )

2
where i =

X
v2S(T )

(k� 1�

Min(jLvj ; k � 1))� 1 is empty.

5 Conclusion

We have studied the parameter �k by giving some lower bounds in graphs in
section 2. Also we have characterized trees achieving this bounds. For the
next research, we propose to characterize extremal bipartite graphs achiev-
ing the bounds in Corollary 6-(a; b).
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