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Abstract 

 

Image restoration  refers to a group of methods or techniques that aim to eliminate or reduce the 

degradations that occurred  in obtaining the digital image. In order to solve the problem of image 

degradation, we choose the Perona-Malik model, which is effective in eliminating noise while 

preserving edges and important information. 

To better represent the results, we implemented the restoration‟s Perona-Malik process on a 

graphical interface and find out the correct values for its parameters. Also integrate several filters 

for a better comparison. We used the PSNR, SSIM and FSIM performance metrics to measure the 

quality of the resulting image and make the comparison. The quantitative results on noisy images 

prove the effectiveness and robustness of the method discussed compared to advanced methods. 

Noise is removed while edges and structural details are preserved. 

 

 

Keywords: 

Image processing, Image restoration, Perona-Malik, Anisotropic diffusion, PDE. 
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Résumé 

 

La restauration d'image fait référence à un groupe de méthodes ou de techniques qui visent à 

éliminer ou à réduire les dégradations qui se sont produites lors de l'obtention de l'image 

numérique. Afin de résoudre le problème de la dégradation de l'image, nous choisissons le 

modèle Perona-Malik, qui est efficace dans l'élimination du bruit tout en préservant les bords et 

les informations importantes.  

Pour mieux représenter les résultats, nous avons implémenté le procédé Perona-Malik de la 

restauration sur une interface graphique et en découvrons les bon valeurs pour ces paramètres.   

Intégrez également d‟autres modèles de pointe pour une meilleure comparaison. Nous avons 

utilisé les métriques de performances PSNR, SSIM et FSIM pour mesurer la qualité de l'image 

obtenue et faire la comparaison. Les résultats quantitatifs sur des images bruyantes prouvent 

l'efficacité et la robustesse de la méthode discutée par rapport aux méthodes de pointe. Le bruit 

est supprimé tandis que les bords et les détails structurels sont préservés. 

 

Mots clés: 

Traitement d'image, Restauration d'image, Perona-Malik, Diffusion anisotrope, PDE. 
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 لخصالم

 

ذشُش اسرعادج انصىسج إنً مدمىعح من الأسانُة أو انرقنُاخ انرٍ ذهذف إنً إصانح أو ذقهُم انرذهىس انزٌ حذز فٍ انحصىل 

، وهى نمىرج فعال فٍ إصانح  Perona-Malik من أخم حم مشكهح ذذهىس انصىسج ، اخرشنا نمىرج. عهً انصىسج انشقمُح

 .انضىضاء مع انحفاظ عهً انحىاف وانمعهىماخ انمهمح

عهً واخهح سسىمُح واكرشاف انقُم انصحُحح نهزه  Perona-Malik نرمثُم اننرائح تشكم أفضم ، قمنا ترنفُز عمهُح اسرعادج

 و PSNR اسرخذمنا مقاَُس أداء.  اننمارج انشائذج الأخشي نهحصىل عهً مقاسنح أفضم بعض أَضًا تذمحمناق. ماخوانمعم

SSIM و FSIM  خ اننرائح انكمُح عهً انصىس انمشىشح فعانُح ومرانح خباز.  وإخشاء انمقاسنح انناذدحالصورلقياس جودة

 ..ذم إصانح انضىضاء مع انحفاظ عهً انحىاف وانرفاصُم انهُكهُح. انطشَقح انرٍ ذمد مناقشرها مقاسنح تانطشق انمرقذمح

 

 :الكلمات المفتاحية

 .PDEمعاندح انصىس ، اسرعادج انصىسج ، تُشونا مانك ، انرشاس مرثاَن انخىاص ، 
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General Introduction 

The image is the main source of information in many applications. However, fluctuations around 

the average intensities of the image, inherent either to the acquisition device (cameras, scanners, 

ultrasound machines, quantification, etc.) or to the scene itself (dust, bad weather, extreme 

conditions of lighting, ...), constitute degradations which affect the quality of the image and cause 

losses of information, these degradations are generally designated under the term of image noise. 

Restoring an image from a degraded image is a crucial problem and therefore of considerable 

importance. 

The object of the restoration is to reduce, if not eliminate, the distortions introduced by the 

system used to acquire the image, most image restoration techniques often attempt to restore the 

image either linearly or non-linearly by reducing certain measures of degradation
[1]

. The principle 

is to model the noise to find the ideal, non-noisy image from the degraded image. As examples, 

the restoration is used in geophysics, biomedical imaging, in the media, in the restoration of 

deteriorated old films, etc... 

The greyscale image is generally used in image processing. It contains all the important 

information for interpretation, decision-making with a grain of memory space and minimum 

calculation time. 

Our aim in this thesis is to present study and apply a number of methods to solve the problem of 

greyscale image restoration. By focusing on the model of «Perona-Malik», and determining the 

best values of these parameters for good results. 

Our thesis is organized as follows: 

In the first chapter, we introduced the fundamental notions related to the representation of the 

digital image, generality about the image processing domain, while defining image restoration. In 

the second chapter, we discuss state-of-the-art of several methods in image restoration, their 

types, and properties. In the third chapter, we discuss the anisotropic diffusion “Perona-Malik” 

the first anisotropic PDE model was proposed by Perona-Malik in year 1990
[2]

, discuss its 

purpose for eliminating noise and preserving contour at the same time. The last chapter devoted 

to the comparison of the results obtained on test images. We end with a general conclusion. 
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chapter 1: Reminder of image restoration concepts. 

1.1 Introduction: 

In this recent time, the image plays a very big role in our life; it helps to represent ideas, embody 

meanings that we couldn't express with words, furthermore, it helps to remember old memories. 

Indeed, the fluctuations around the average intensities of the image, inherent either to the 

acquisition device (camera, amplifiers, quantization, etc.) or to the scene itself (dust, etc.) 

constituting disturbances which affect the quality of Image and are generally referred to as image 

noise. The elimination of noise and the production of quality images are therefore of great 

importance. 

One of the major problems encountered in digital imaging concerns the degradation of images. 

The object of restoration is to reduce, if not eliminate, the distortions introduced by the system 

used to acquire the image. The principle is to model the noise to find the ideal, non-noisy image 

from the degraded image. 

In this chapter, we are going to introduce basic notions on image processing field, and image 

restoration by modeling the degradation/restoration process, moreover present the reasons and 

types of noise and degradation, also some important definitions. 

 

1.2 Definition of image, digital image, pixel: 

1.2.1 Image definition: 

An image is a concrete or abstract representation of an object, a living being or even a concept.
 [3] 

 

 

Figure 1.1: Image classifications 

Image

Vector 
Image

Digital 
Image

Binary Gray scale color Image
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1.2.2 Digital image definition: 

A digital image is a graphic representation based on colored spots (pixels), generally represented 

on a dotted surface. 
[3] 

 

A digital image is a matrix of pixels identified by their coordinates (x; y). If it is a color image, a 

pixel is coded by 3 components (r, g, b) each comprised in the broad sense between 0 and 255, 

representing respectively the "doses" of red, green and blue which characterize the color of the 

pixel. If it is a grayscale image, it is coded by a component in the broad sense between 0 and 255, 

representing the brightness of the pixel. Indeed, each integer representing a gray level is coded on 

8 bits. It is therefore between 0 (white) and  2(8−1) (black). 
[4]

 

 

1.2.3 Pixel definition: 

Pixel is the smallest homogeneous surface constituting a recorded image, defined by the 

dimensions of the sampling mesh.
 [3] 

 

Example: 

 

Figure 1.2: A digital image representative of the pixel. 
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1.3 Image restoration: 

Image processing is a field that looks after the image treatment by computer, a way of 

enhancement, optimization, analyzing digital images, by using a set of algorithms and various 

techniques in order to obtain the desired result; this field have different steps, and among the 

most important of them is the image restoration. 

Image restoration is an objective process aims to improve and fix the distorted /noisy images, 

trying to return to the clean, original one if it was recorded without deterioration. But if it is 

recorded with deterioration, then prior knowledge of these phenomena should be used to get the 

desired result. 

Restoration tries to reconstruct by using a priori knowledge of the degradation phenomenon. It 

deals with getting an optimal estimate of the desired result. Some restoration techniques are best 

achieved in the spatial domain, while there are some cases where frequency domain techniques 

are better suited 
[5]

. 

 

 Clarification about the deference between image restoration and image enhancement: 

- The image restoration is objective whereas the image enhancement is subjective. 

-  The enhancement is a process which pursues to improve bad images for looking better 

while the restoration is a process which pursues to invert known degradation operations 

which applied to the image. 

- Filters used in the restoration process are different from the filters used in enhancement. 

 

1.4 Modelisation of the degradation/restoration process: 

The image degradation/restoration process consists of modeled a degradation function “𝐻” with 

an additive noise term “𝜂(𝑥, 𝑦)” on an original image “𝑓(𝑥,𝑦)” to get a noisy/degraded image 

“𝑔(𝑥,𝑦)”, after that applied restoration techniques which called filters to do the inverse process 

of the degradation in order to recover the original image and get finally the restored image 

“ƒ (𝑥,𝑦)”. 
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Figure 1.3:  Model of the image degradation/restoration process. 

Where: 

𝑓(𝑥,𝑦): Input image. 

𝑔(𝑥,𝑦): Degraded image. 

𝜂(𝑥,𝑦): Additive noise term. 

ƒ (𝑥,𝑦): Restored image. 

 Sources and reasons of degradation: 

The degradation (noise) in an image is caused by an external disturbance so it‟s important to 

know these disturbances to make the restoration process easier.  

a. During transmission: 

While transferring an image from one place to another via satellite or wireless transmission, or 

over the network cable. 

b. During acquisition: 

While taking the picture, exposure can be done like the blur which can come from an error in the 

handling of the acquisition material such as a bad focus or camera shake. 

c. Imaging sensors: 

The degradation can be caused by the bad quality of the sensor or the incorrect use of it or it can 

be affected by the ambient conditions. 
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d. Environment:  

The environment has a major impact on the image as it causes noise to appear in the captured 

images, embodied in the fall of rain, cloud cover that obscures the light, strong winds, scatted and 

reflected light, high temperature that can cause the sensor to overheat and thus affects the amount 

of noise produced. 

1.5 Degradation process:  

Degradation is losing images there quality because of different reasons. It has several types, 

among them: invariant linear degradation by translation, additive degradation (noise) ... etc. 

 

Figure 1.4: Degradation image model. 

Degradation image expression: 

In spatial domain, the degradation of the original image can be modeled as 
[6]

: 

𝑔(𝑥,𝑦) =  𝑓(𝑥,𝑦) ∗  (𝑥,𝑦) +  𝜂(𝑥,𝑦) (1.1) 

Where: 

(𝑥,𝑦): Detached pixel coordinates of the image frame. 

𝑓(𝑥,𝑦): Original image. 

𝑔(𝑥,𝑦): Degraded image. 

h(𝑥,𝑦): Image degradation function. 

𝜂(𝑥,𝑦): Ad-on noise. 

 

As convolution operation within the spatial domain corresponds to multiplication in the 

frequency domain, the equation (1.1) can be rewritten as:  

𝐺(𝑢, 𝑣) =  𝐹(𝑢, 𝑣)𝐻(𝑢, 𝑣) +  𝑁(𝑢, 𝑣) (1.2) 
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1.5.1 Point spread function:  

The linear position-invariant function (𝑥,𝑦) is defined as a point spread function, the PSF is the 

degree to which an optical system blurs (spreads) a point of light
 [7]

. The point spread function 

convolved with the original image to return the degraded image. 

 

Figure 1.5: Convolution of a point object with the point spread function offers the observed 

image 

1.5.2 Invariant linear degradation by translation: 

This type of degradation is with ignoring noise, so degradation is expressed as a convolution: 

 

Figure 1.6: Modeling of degradation process without noise 
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1.5.3 Without ignoring noise: 

Noise means random variation of intensity level. Some additional information is added to the 

pixels and makes the noisy image. The pixel which is shown in the image is not the correct pixel 

some extraneous value is added to the true pixel value.
 [8]

 

The chosen Filter in image restoration depends on noise‟s type which the image has corrupted by. 

So it‟s very important to recognize the noise‟s types and models. 

 

 

Figure 1.7: Types of noise 

a. Additive noise: 

Additive noise is easy to model and it can be reduced or removed easily. It is independent of 

signal. Mathematically, it is described as  

𝑡(𝑝, 𝑞)  =  𝑜(𝑝, 𝑞)  +  𝑛(𝑝, 𝑞) (1.3) 

Where, t is the observed image with noise, and o is the true signal (image), and n is the noise 

component. 
[8]

  

b. Multiplicative noise: 

Whereas multiplicative noise is complex to model and it is difficult to reduce or remove. It is 

signal dependent. Mathematically, it is described as 

𝑡(𝑝, 𝑞)  =  𝑜(𝑝, 𝑞)  ∗  𝑛(𝑝, 𝑞) (1.4) 

Where, t is the observed image with noise, and o is the true signal (image), and n is the noise 

component.
 [8] 

Noise

Additive noise
Multiplicative 

noise
Impulse noise

Fixed-valued 
impulse noise

Salt-and 
Pepper noise

Random-
valued impulse 

noise
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c. Impulse noise:  

Impulse noise is another type of noises which is caused by malfunctioning pixels in camera 

sensors, faulty memory locations in hardware, or transmission in a noisy channel. Impulse noise 

can be classified into two types: fixed-valued impulse noise and random-valued impulse noise.  

The fixed-valued impulse noise is also called salt-and pepper noise where the grayscale value of a 

noisy pixel is either minimum or maximum in gray-scale images. The grayscale values of noisy 

pixels corrupted by random-valued impulse noise are uniformly distributed in the range of 

[0,255] for gray scale images,
 [9]

 in this case impulse noise can be assumed as an additive noise 

[10]
, and randomly damages the pixel, at random positions 

[11]
. 

As example of the impulse noise we have the Salt and pepper noise: 

 Salt and pepper noise: 

Salt and pepper noise appears as dark pixels in bright regions of the image and bright pixels in 

dark regions of the image.
[12]

 It is generally caused by defect of camera sensor, software failure, 

or hardware failure in image capturing or transmission. Due to this situation, salt & pepper noise 

model, only a proportion of all the image pixels are corrupted whereas other pixels are non-noisy.
 

[13] 

The salt and pepper noise is also called shot noise, impulse noise or spike noise. 

In the salt and pepper noise there are only two possible values exists that is a and b and the 

probability of each is less than 0.2. If the numbers greater than this numbers the noise will swamp 

out image. For 8-bit image the typical value is 255 for salt noise and pepper noise is 0.
 [9]

 

The probability density function (PDF) of this noise is shown below in equation (1.5), and 

Figure.1.8. 
[9]

 

P(z)= 
𝑝𝑎  𝑓𝑜𝑟 𝑧 = 𝑎
𝑝𝑏  𝑓𝑜𝑟 𝑧 = 𝑏
0  𝑜𝑡𝑒𝑟𝑤𝑖𝑠𝑒

  (1.5) 
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If either Pa or Pb is zero, the impulse noise is called unipolar, a and b usually are extreme values 

because impulse corruption is usually large compared with the strength of the image signal It is 

the only type of noise that can be distinguished from others visually.
 [9]

 

 

 

Figure 1.8: PDF of the salt and pepper noise 

Salt and pepper noise example: 

Adding salt and pepper noise to the image „boat.png‟ (see Figure.1.9). 

 

   

Original image. σ=0.02 σ=0.04 
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σ=0.06 σ=0.08 σ=0.09 

Figure 1.9: Examples of salt and pepper image noise "boat.jpg" with different density σ values. 

1.6 Restoration process: 

Restoration tries to find filters that apply the reverse process on the degraded image in order to 

find almost the same original image quality. 

1.6.1 Restoration filters: 

Are the kind of filters that are used for the running of digital noise and estimating the clean and 

the original image,  this restoration filter can take different forms depending on the restoration 

technique chosen. 

The principle of this process is presented by:  

 

 

 

 

 

 

 

−1: Restore filter. 

ƒ : Restored image. 

𝑔(𝑥,𝑦): Degraded image. 

 

Figure 1.10: Modelisation of restoration process. 
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1.6.2 Linear/Non-Linear domain: 

a. Linear:  

To replace a pixel with a linear combination of neighboring pixel values and usually represented 

by a mask, their methods are more manageable to mathematical analysis, and consequently better 

understood than the nonlinear ones. 

 Linear filtering principle (Discrete convolution): 

Definition 01: The convolution is a mathematical tool, which makes use of the neighborhood of 

each pixel, and, therefore, new images are obtained taking into account context (causal) 

information. This operator is highly time consuming and data dependant. 
[14] 

Definition 02: The convolution is the filtered image of the original image with mask (the filter 

impulse response). 

Why Convolution? 

Convolution can accomplish something, which other methods of manipulating images can‟t 

realize. Those include blurring, edge detection, noise reduction, sharpening...etc 

 

Figure 1.11: The mechanism of linear spatial filtering applying 3×3 filter mask (impulse 

response array) 
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Then their convolution ƒ  is defined as 
[15]

: 

Ƒ  x, y =  h ∗ f  x, y =   h(i, j)f x − i, y − j 

y2

j=−y1

x2

i=−x1

 (1.6) 

In this expression we can realize: 

 f(x, y): The original image. 

 h(i, j): The filter impulse response (“mask”). 

So what happens to borders? 

Now we have the problem of the pixels which are on edge and vertices of the image (the mask 

"exceeds outside"), so what‟s happening to borders? 

 It adopts the following three cases: 

 Extrapolate by zeros the pixels situated outside the image 

 

Figure 1.12: Matrix filling in the case of extrapolates by zeros 

 Extrapolate through a mirror:  

We clone the column or row outward to extend an edge, and we place the extension to the same 

inner vertex's value to extend a vertex. 
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Figure 1.13: Matrix filling in the case of extrapolates through a mirror 

 We can also "reduce" the image. 

 Categories of Linear filters: 

Three categories of filters are envisaged in linear filters, which are distinguished by 

characteristics in the frequency domain: 

a. Low-pass filters (LPF): is to preserve the low-frequency components while attenuating 

the high-frequency, it aims to smooth the image and helps in removing the aliasing effect, 

also called the "blurring/smoothing" filter, and it‟s the complement of a high-pass filter. 

b. High-pass filters (HPF): is to preserve the high-frequency components while attenuating 

the low-frequency, it aims to sharpen the image, remove the noise and improves the 

contrast. 

c. Band-pass filters (BPF): keep only power concentrated in a frequency band; they are 

applying in the case of image restoration. This operation is a derivative of the low pass 

filter. It consists of eliminating the redundancy of information between the original image 

and the image obtained by low-pass filtering. Only the difference between the source 

image and the processed image is kept.
[16]

 

 

b. Non-Linear mapping: 

The calculation doesn't base on linear combinations like the previous one, it‟s more complicated. 

It also aims to enhance detail in the darkest regions, on account of the detail in the brighter 

regions.  

There are two aspects of smoothing that non-linear filters are concerned about: 
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1- Impulse noise: they are more powerful to eliminate the aberrant values than linear Filters. 

2- Border integrity: it‟s able to reduce noise without simultaneously blurring edges. 

1.6.3 Filtering in spatial/ frequency domain:  

It can broadly be divided in two categories:  

a. Spatial domain: 

Refers to the image plane itself and deal with images as it is, it methods are based on directly 

changing the value of the pixels, is preferred when the presence of additive noise only. 

 

 

Figure 1.14: Spatial domain filtering operation. 

Any image in special domain can be represented in a frequency domain. 

 

b. Frequency domain:  

Tells about rate of alteration of intensity per pixel, it‟s useful for removing periodic noise.   

Instead of representing an image as an 𝑛 ∗ 𝑛 array of pixel values, we can alternatively represent 

it as the sum of many sine waves of different frequencies, amplitudes and directions. This is 

referred to as the frequency domain or Fourier representation. The parameters specifying the sine 

waves are termed Fourier coefficients. 

 

Figure 1.15: Spatial domain filtering operation. 

input image matrix processing output image matrix
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Reason why taking the frequency approach is: 

 Extra insight can be gained into how linear filters work by studying them in the frequency 

domain.  

 Some linear filters can be computed more efficiently in the frequency domain, by using 

the Fast Fourier Transform (FFT). 

 New filters can be identified. 
[17] 

 

1.7 Performance measuring parameters: 

In order to evaluate the filters performances and comparing results, different measures of quality 

appear. 

For a given image𝑓,𝑔, the quality of its restored image, execution evaluation examinations, 

conserving contours, the reduction of noise, is defined by many measures of quality, and among 

them we have : 

1.7.1 Mean square error (MSE): 

The MSE is the combined square error between the original and the encoded image, to find out 

the average value of the squares error or deviation or find out the difference between the 

estimator and what is estimated, MSE formula given by equation below: 
[18]

 

𝑀𝑆𝐸 =
1

𝑀𝑁
  

𝑀−1

𝑖=0
   𝑓 𝑖, 𝑗 − 𝑔 𝑖, 𝑗  2

𝑁−1

𝑖=0
  (1.7) 

Where: 

 𝑓(𝑖, 𝑗): The amplitudes of pixels on the original image. 

𝑔(𝑖, 𝑗): The amplitudes of pixels on the filtered image. 

𝑀 × 𝑁 : The dimension of image. 

MSE needs to be as minimum as possible for effective compression. 

1.7.2 Peak signal to noise ratio (PSNR): 

One of the important performances measuring, when the value of the PSNR is high then the 

quality of denoised image is good, otherwise considered as bad. The PSNR is regularly 

communicated as far as the log decibel scale and given by equation: 
[18]
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𝑃𝑆𝑁𝑅 = 10𝑙𝑜𝑔10  
𝐿2

𝑀𝑆𝐸
   (1.8) 

Where:  

L: the maximum possible value for a pixel (For the grayscale image𝐿 =  255). 

1.7.3 The Structural Similarity (SSIM) index:  

The SSIM is a measure of similarity between two digital images based on structure, instead of a 

pixel-to-pixel as PSNR does, and this is what SSIM trying to capture (what humans look at 

images more holistically); is utilized for estimating the closeness between two pictures
 [18]

, is 

defined by: 

 

SIMM(x, y) =  
 2μx μy + C1 (2σxy + C2)

 μx
2 + μy

2 + C1 (σx
2 + σy

2 + C2)
 (1.9) 

Where: 

- 𝑁: Number of pixels  

- 𝑥𝑖  &  𝑦𝑖 : The intensity of a pixel 

- μx  & μy : are the measures of the average intensities of x and y calculated for the 

luminance comparison. 

(μx =
1

N
 xi

N
i=1  )  1.10) 

- σx  & σy : measure of variance for contrast measurement  

 

𝜎𝑥 =  
1

𝑁 − 1
 (𝑥𝑖 − 𝜇𝑥)2

𝑁

𝑖=1
 

 

(1.11) 

- σxy : is the correlation coefficient 

 

𝜎𝑥𝑦 =
1

𝑁 − 1
 (𝑥𝑖 −

𝑁

𝑖=1
𝜇𝑥)(𝑦𝑖 − 𝜇𝑦) 

 

 1.12) 

- 𝐶1 = (𝐾1𝐿)2  &   𝐶2 =  (𝐾2𝐿)2, are added to avoid instability when 𝜇𝑥
2 + 𝜇𝑦

2 is very 

near to zero 

- 𝐿 is the dynamics of an image (255 for 8 bits for the grayscale image), where 

 𝐾1 ≪ 1 ,𝐾2 ≪ 1 constants. 
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1.7.4 FSIM (Feature SIMilarity):  

Is the similarity feature space between two images  𝐼1 and 𝐼2 on grayscale.  

FSIM scores closer to 1 mean higher similarity. 

To calculate the FSIM index, we indicate 𝑃𝐶1 and 𝑃𝐶2 the 𝑃𝐶 maps, and 𝐺1 and 𝐺2  the 𝐺𝑀 

maps obtained from I1 and I2. Consists of two stages:
 [19]

 

I. Calculate the local similarity map: 

We separate the feature similarity measurement into two components, each for 𝑃𝐶 or𝐺𝑀. 

a) The similarity measure for 𝑃𝐶1(𝑥) and 𝑃𝐶2(𝑥) are defined as: 

 

𝑆𝑃𝐶 𝑥 =
2𝑃𝐶1 𝑥 .𝑃𝐶2 𝑥 + 𝑇1

𝑃𝐶1
2 𝑥 + 𝑃𝐶2

2 𝑥 + 𝑇1

 (1.13) 

Where: 

 𝑇1: A positive constant to grow the stability of Spc. 

b) The similarity measure for 𝐺1(𝑥) and 𝐺2(𝑥) are defined as: 

𝑆𝐺 𝑥 =
2𝐺1 𝑥 .𝐺2 𝑥 + 𝑇2

𝑃𝐶1
2 𝑥 + 𝑃𝐶2

2 𝑥 + 𝑇2

 (1.14) 

 

 𝑇2: A positive constant depending on 𝐺𝑀. 

Both 𝑇1 and 𝑇2:  will be fixed. 

 

 

II. Combine the similarity map into a unique similarity score, and we obtain the similarity at 

𝑆𝐿 𝑥  for each region 𝑥,. We define 𝑆𝐿 𝑥  as: 

𝑆𝐿 𝑥 = 𝑆𝐺 𝑥 .𝑆𝑃𝐶 𝑥  (1.15) 

After that weighting the importance of 𝑆𝐿 𝑥 in the total similarity between 𝐼1 and 𝐼2:  

𝑃𝐶𝑚  𝑥 = max(𝑃𝐶1 𝑥 ,𝑃𝐶2 𝑥 ) (1.16) 

And according to that the FSIM index of f1 and f2 is defined as: 

𝐹𝑆𝐼𝑀 =
 𝑆𝐿 𝑥 .𝑃𝐶𝑚 𝑥 𝑥∈𝛺

 𝑃𝐶𝑚 𝑥 𝑥∈𝛺
 (1.17) 

Where Ω means the allover image spatial domain. 
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1.8 Conclusion: 

To this day, images play an important role in the advancement of technology in various fields like 

television signal processing, medical image, law enforcement, etc... Therefore, it is important to 

study its development and propose solutions every time to the apparent problems in order to 

reach higher quality. 

In this chapter we have provided the image processing field in general and the degradation and 

restoration image process in particular, to demonstrate its importance and to clarify each stage of 

it from the sources of degradation to types of noises until the restoration techniques. 
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chapter 2: Simple review on some restoration filters 

 

2.1 Introduction: 

The restoration image is a way of mending the degraded image to the nearest real image by 

eradicating the noise and blur or any haziness. During the image acquisition or transmission or 

any reason of degradation process, different degradation types occur, reconstructed image 

restoration techniques have improved by many types of research. 

In this chapter, we will discuss the performance analysis of various basics techniques of most 

useful restoration methods, firstly with the classical methods (Mean, Gaussian, Wiener filters) 

can be used to restoring the image, secondly will present specific linear and non-linear classes 

based on PDE, the isotropic diffusion of heat, and the anisotropic diffusion (Perona-Malik), their 

process depends on the type of noise and fuzziness presents in the image. 

Finally we are going to examine the power and weaknesses of each image restoration method. 

 

2.2 Methods used in digital image restoration: 

Image restoration techniques focus on applying some inverse procedure to obtain the true image 

[1]
, depending on the knowledge of degradation, below some methods of image restoration: 

2.2.1 Classical methods 

The use of some filtering technique to get the original image back, their algorithms differ 

depending on the sort of noise present in the image, and below three linear filters:  

 

a. Linear methods 

 Mean filter (linear): 

The Mean filter is a linear filter which uses a mask over each pixel in the signal. Each of the 

components of the pixels which fall under the mask are averaged together to form a single pixel. 

This filter is also called as average filter. The Mean filter is poor in edge preserving. 
[20] 

Has a 

good result for some specific noise (Gaussian, random, salt and pepper). 
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Mean filtering is the technique of removing the noise efficiently as the window size increases at 

the expense of blurring the image. As the window size increases the ability of removing the noise 

also increases but at the same time the image gets blurred. 
[1]

 Is defined by: 

ƒ  x, y =
1

MN
 g(u, v)

(u,v)∈Sxy

 (2.1) 

Where:  

- 𝑆𝑥𝑦 : Set of coordinates in image window 𝑀 × 𝑁 centered at point(𝑥, 𝑦). 

- 𝑔(𝑢, 𝑣): The corrupted image in the area Sxy . 

- 
1

𝑀𝑁
: The convolution mask. 

 

   

Original image. Noisy image  Restored image. 

Figure 2.1: Image obtained after applying Mean filter which degraded by the salt and pepper 

noise. 

 Gaussian filter (linear):  

The Gaussian filter is widely used in the literature as a low-pass filter for image de-noising. It can 

provide image smoothing and noise reduction, but it blurs edges and details. The Gaussian 

smoothing filter is efficient for reducing noise drawn from a normal distribution presented as 

follows: 

 

G x, y, μ,σ n =
1

2πσ2
exp  

− x − μ − (y − μ′)²

2σ²
   2.2) 
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Where σ is the spread parameter (the width distribution) and the couple (μ, μ‟) are the means 

(location of the peak) (Figure2.2).
 [12]

 

 

 

Figure 2.2: Variation of the gaussian functions. 

 

   

Original image. Noisy image  Restored image. 

Figure 2.3: Image obtained after applying Gaussian filter which degraded by the salt and pepper 

noise. 

 Wiener filter (linear):  

Also known as minimum mean square filtering. The Wiener deconvolution was presented by 

Norbert Wiener, who first proposed the method in 1942, Wiener filtering is one of the earliest 

and best known approaches to linear image restoration 
[21]

, The Wiener filter is the appropriate 

filter for handling the images which has been degraded by noise as well as by motion blur. 
[1]

 It 

has been used for filtering the observed noisy image. It is used for additive noise, noise spectra 

and stationary signal from the image 
[18]

. 
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The objective of this technique is to find an estimate ƒ̂ of the original image f such that the mean 

square error between them is minimized. This error measure is given by: 

e2 =  E{(f −  ƒ̂)2 } (2.3) 

Where: 𝐸{. }  the expected value of the argument. The method is founded on considering image 

and noise as random processes and objective is to find an estimate ƒ̂ of the uncorrupted image f 

such that the mean square error between them is minimized. If the noise is zero, then the noise 

power spectrum vanishes and the wiener filter reduces to the inverse filter. 
[22]

 

 

   

Original image. Noisy image. Restored image. 

Figure 2.4: Image obtained after applying Wiener filter which degraded by the salt and pepper 

noise. 

2.2.2 Methods based on PDE (Partial Differential Equation): 

For a long time, an increased request at the application for efficient and effective algorithms for 

enhancement and restoration. In a few years, the partial differential equations have been appeared 

to represent a tool that introduction in image processing. The PDEs make it possible to obtain 

results of good restoration problems and unique solutions. Two methods are widely used of 

partial differential equations, the isotropic diffusion, and the anisotropic diffusion. 

a. Isotropic diffusion of heat:  

The isotropic diffusion of heat is the most known linear filtering.  
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The diffusion process says "Isotropic" if it is applied identically in all directions regardless of the 

position in the image. So Isotropic diffusion of the Heat equation is effective in eliminating noise, 

but does not allow preservation of the edges (introduce the blur). (Figure 2.5) 

   

Original image. Noisy image. Restored image. 

Figure 2.5: Image obtained after applying Heat equation with i=10, λ=0.2; which degraded by 

the salt and pepper noise. 

The Heat equation by Koenderink 
[23]

 expressed in the form of linear parabolic PDE: 

 

 

𝜕𝑢

𝜕𝑡
 𝑥,𝑦, 𝑡 = 𝑢𝑥𝑥  𝑥,𝑦, 𝑡 + 𝑢𝑦𝑦 (𝑥,𝑦, 𝑡)

𝑢 𝑥,𝑦, 0 =  𝑢0(𝑥,𝑦)

  (2.4) 

Where: 

𝑢0(𝑥,𝑦): the original image. 

𝑢(𝑥,𝑦, 𝑡): the restored image after a diffusion time t. 

 

Its form of divergence: 

 

 

𝜕𝑢

𝜕𝑡
 𝑥,𝑦, 𝑡 = 𝑑𝑖𝑣(∇(𝑢 𝑥,𝑦, 𝑡 ))

𝑢 𝑥,𝑦, 0 = 𝑢0(𝑥,𝑦)

  (2.5) 

 

Where: 

𝑑𝑖𝑣: The divergence operator. 

∇: The gradient operator with respect to the spatial variables x and y. 
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Rachid DERICHE and Olivier FAUGERAS 
[24] 

talked about diffusion isotropic and its 

relationship with EDP, so they summarized the way it appeared and its characteristics as follows: 

The linear parabolic EDP 
[25]

 allows isotropic diffusion. This diffusion thus operates identically in 

all directions and has no privileged direction. For noisy image restoration tasks, this clearly has 

drawbacks. In fact, in regions of homogeneous intensity, this process will effectively reduce the 

effect of noise, but in regions with discontinuities in the intensity in gray level, these will also be 

smoothed and the visual contrast. Of these parts will be appreciably reduced, consequently 

reducing the qualitative and visual interest of such a process. To deal with this problem, ideas of 

anisotropic diffusion have been proposed. 

 

b. Anisotropic diffusion “Perona-Malik”:  

The Perona-Malik (PM) model, first proposed in 1987, is a nonlinear partial diffusion equation 

that uses an inhomogeneous diffusivity coefficient. It is widely used in image processing for 

purposes like smoothing, restoration, segmentation, filtering or detecting edges. 
[26] 

Using Gaussian diffusion for image filtration has one great drawback: its homogeneity, which 

leads to unwanted diffusion of image features like edges. The idea behind the Perona-Malik 

equation is to modify the Heat equation by adding the diffusivity coefficient depending on space 

activity in a given part of a picture. 
[27]

 

Another method for removing noise is to evolve the image under a smoothing partial differential 

equation similar to the heat equation which is called anisotropic diffusion. With a spatially 

constant diffusion coefficient, this is equivalent to the heat equation or linear Gaussian filtering, 

but with a diffusion coefficient designed to detect edges, the noise can be removed without 

blurring the edges of the image.
 [28]

  

The diffusion process says "Anisotropic" if the diffusion has a preferred orientation and diffuses 

more in one direction than in the other directions. 

For PDE-based methods, Perona-Malik model is considered to be the most classic equation so 

that it has attracted much attention in recent decades. 
[27] 
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2.3 Comparison table: 

This table summarizes in a simple way the most important points that distinguish each filter from 

other, showing their characteristics, strengths, and weaknesses (all the filters motioned in this 

table.2.1 are defined above) 

 

 Author or creator Filter characteristics 
Advantages and 

disadvantages 

1995 

Makoto Ohki, 

Anastasios 

N. Venetsanopoulos 

Mean filter 

A linear filter, most 

easiest and intuitive 

method in 

implementation. 

Poor in edge preserving, 

removing (Gaussian, 

random, salt and pepper), 

As the window size 

increases the ability of 

removing noise also 

increases but at the same 

time the image gets blurred. 

  Gaussian filter 

Linear filter has a 

good performance 

and also had a 

separability and 

isotropy properties. 

Effective for smoothing 

images but it does not 

respect edges, content, 

borders, and details. 

1942 Norbert Wiener Weiner filter 

A linear filter, its 

objective‟s technique 

is to find an estimate 

of the original image, 

it required the PSF. 

Good results for image 

which degraded by noise 

(additive noise, noise 

spectra, and the stationary 

signal from the image), as 

well as by motion blur. 

 Koenderink 
Isotropic 

diffusion of heat 

A method based on 

the Gaussian filter 

principle, its 

diffusion can‟t be 

controlled because 

it applying in all 

Very effective in noise 

elimination, contours are 

damaged; the diffusion is 

identical in every point of 

image, smoothed both in 

homogeneous regions and 

along the contours. 
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directions of the 

image. 

1987 
Pietro Perona and 

Jitendra Malik 

Anisotropic 

diffusion 

“Perona-Malik“ 

A conditional 

diffusion because it 

applies either a 

strong or a weak 

diffusion 

depending on the  

gradient size. 

Solution for isotropic 

diffusion problem, a basis 

and a reference for many 

of  works in restoration 

image field, controls 

diffusion intensity, 

preserve the contours but 

for a certain number of 

iterations so this problem 

can make an 

unsatisfactory results 

Table 2.1: A comparison table between the mean, Gaussian, Weiner, Heat equation, Perona-

Malik filters. 

2.4 Conclusion: 

So many restoration filters are created in order to resolve image problems, new filters appear time 

by time, there is filters either based on certain new properties that were not taken into account 

before; or improve and develop a previous filter, or even use it to establish a new filter. That‟s 

why there is a lot and different filters, each one of them has his own characteristics that make it 

unique. 

In this chapter, we have studies some filters we find it essential to reach our goal, and represent 

there concept in order to take a general idea of their development; so it start from providing a 

review of each filter to making a comparative table which includes advantages and disadvantages 

of them. 
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Anisotropic diffusion “Perona-Malik model” 
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chapter 3: Anisotropicdiffusion“Perona-Malik model”. 

3.1 Introduction: 

The anisotropic diffusion is applied for both image restoration and enhancement, this method was 

proposed by Perona and Malik as a correction to the defect of the isotropic diffusion; that‟s why 

PM model was the first and basic invented anisotropic diffusion model, which took a great 

interest from researchers. 

In this chapter, first we introduce the principle of PM model, then discuss how does it filter out 

the noise which makes use of anisotropic diffusion, and finally how the edge stopping function 

works to sharp edges and preserving well the fine details. 

The objective of this chapter is to explain and clarify the steps it goes this model through in order 

to restore the image. 

3.2 Anisotropic diffusion: 

After the isotropic diffusion, the anisotropic method appears as a non-linear diffusion. Pietro 

Perona and Jitendra Malik were the first to adopt this method, in order to achieve better results in 

image restoration and enhancement field. 

3.2.1 Perona-Malik model: 

PM model objective is to eliminate noise and preserve contour at the same time, by applying 

smoothing on the inter-region areas of the image more than the intra-region areas; using their 

special equation (Equation.3.1). 

 

 

𝜕𝑢

𝜕𝑡
= 𝑑𝑖𝑣(𝑐(|∇𝑢 𝑥,𝑦, 𝑡 |)∇𝑢(𝑥,𝑦, 𝑡))

𝑢 𝑥,𝑦, 0 = 𝜃(𝑥,𝑦)

  (3.1) 

 

Where 𝑢t = 𝑢 𝑥,𝑦, 𝑡  = image obtained after a diffusion time t, 𝑑𝑖𝑣 is the divergence operator and 

∇ is the gradient operator with respect to the spatial variables x and y. |∇  is the local gradient 

magnitude. And 𝑐(. ) is so-called diffusion coefficient or edge stopping function.
 [24] 

In the case 

where the edge stopping function is constant, the isotropic diffusion equation can be found. 
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We note that Perona-Malik diffusion depends on 02 essential parameters:
 

- The gradient magnitude threshold parameter (k):  

Its role is to determine the size of the gradients which will be preserved.
 [29]  

- Diffusion coefficient / Edge stopping function: 

In Perona-Malik model the diffusion coefficient 𝑐  ∇I   is a function of local image gradient. Its 

value is inversely proportional to the magnitude of the gradient. Since the magnitude of gradient 

is weak within uniform or inner regions, diffusion coefficient almost 1, so it acts as heat equation, 

it smoothens the inner region and removes the noise. Near boundaries the magnitude of the 

gradient will be strong, thereby diffusion coefficient is almost zero, so the diffusion is stopped 

across boundaries and it preserves the edges.
 [24] 

The diffusion function c is an edge indicator function that controls the diffusion process by 

reducing the effect of diffusion near edges and behaves locally as the heat equation.
 [29] 

The edge stopping function c(s) is chosen theoretically satisfying two conditions:  

a. One islim𝑠→0 𝑐 𝑠 = 1, so that rate of diffusion is high within uniform or inner regions. 

b. The other one islim𝑠→∞ 𝑐 𝑠 = 0, so that the diffusion is totally zero across boundaries. 

The important property of edge function is that they should have a zero value or insignificant 

value for those gradients that corresponds to edges.
 [24]

 

 

The (Table.3.1) follow present different edge stopping functions which are used the most and 

suggested by different researchers like Perona and Malik, Black et.al, Zhichang Guo et.al, 

Weickert: 

The most famous edge stop functions  Proposed by 

𝑐1  ∇I  =  exp − 
|∇I|

K
 

2

  Perona and Malik 

𝑐2  ∇I  =  
1

1 +  
|∇I|

K  
2 

Perona and Malik 

𝑐3  ∇I  =
1

2
 1 −  

|∇I|

S
 

2
 

2

 ;   ∇I ≤ S 

0     ;      otherwise 

Where        𝑆 = 𝐾 2. 

Black et.al 
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𝑐4  ∇I  =  
1

1 +   
|∇I|

K  
α( ∇I )

 

With:   𝛼  ∇I  = 2 −  
2

1+  
|∇I|

K
 

2 

Zhichang Guo et.al 

𝑐5  ∇I  = 1 − exp −3.31488 ∗
K8

  ∇I  8 ; 𝑖𝑓   ∇I  ≠ 0 

1 ; Otherwise 

Weickert 

Table 3.1: Some edge stopping functions equations. 

Where: |∇I| is the threshold or contrast parameter. 

3.2.2 ESF‟sPerona-Malik: 

As we see in the (Table.3.1) above, Perona and Malik has suggested two edge stopping functions: 

 

𝑔1 = 𝑐1  ∇I  =  exp  − 
|∇I|

K
 

2
        (3.2) 

Or 

𝑔2 = 𝑐2  ∇I  =  
1

1 +   
|∇I|

K  
2 (3.3) 

 

Using “door.jpeg” image (Figure.3.2) we compare the result of each edge stopping function g1 

and g2 (Table.3.2) (Table.3.3) by applying the salt-pepper noise on the original image and after 

that restored them by the Perona-Malik filter. 

This comparison use a fixed density σ=0.04 of the salt-pepper noise and different values of 

threshold parameter k (k=0.2, k=0.6, k= 1, k=2, k=2.5, k=3, k=5), number of iterations i=4, and 

timestep λ=0.25. 
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Original image Noisy image 

  

Restored by PM filter using g1 with k=0.2 Restored by PM filter using g2 with k=0.2 

  

Restored by PM filter using g1 with k=0.6 Restored by PM filter using g2 with k=0.6 

  

Restored by PM filter using g1 with k=1 Restored by PM filter using g2 with k=1 

  

Restored by PM filter using g1 with k=2 Restored by PM filter using g2 with k=2 

  

Restored by PM filter using g1 with k=2.5 Restored by PM filter using g2 with k=2.5 
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Restored by PM filter using g1 with k=3 Restored by PM filter using g2 with k=3 

  

Restored by PM filter using g1 with k=5 Restored by PM filter using g2 with k=5 

Figure 3.1: Comparison between Perona-Malik model edge stopping function g1 and g2 using 

different values of threshold parameter k, number iterations i, and timestep λ. 

  PSNR SSIM FSIM 

k=0.2 
g1 19.57 0.32 0.79 

g2 22.76 0.41 0.81 

k=0.6 
g1 27.89 0.64 0.85 

g2 28.11 0.66 0.86 

.k=1 
g1 28.09 0.66 0.86 

g2 28.06 0.65 0.87 

k=2 
g1 27.62 0.61 0.87 

g2 27.60 0.61 0.87 

k=2.5 
g1 27.49 0.60 0.87 

g2 27.48 0.60 0.87 

k=3 
g1 27.41 0.59 0.87 

g2 27.41 0.59 0.87 

k=5 
g1 27.28 0.58 0.87 

g2 27.28 0.58 0.87 

Table 3.2: PSNR, SSIM, and FSIM comparisons for PM model using g1 and g2 edge functions. 

At first, by compared the results of PM model using g1 and g2 edge stopping functions at a low 

values of diffusion (k=0.2, k=0.6) it can be seen that g2 gives better results than g1 even that 
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quality of the image restored is low. As the diffusion value increases, the edge stopping 

function‟s results become more convergent until their performances are equal. At a very high 

quality of the image restored given by PM model we notice from both visual quality and 

parameters measuring values that g1 gives more satisfied results than g2, which prove that g1 

preserves the edges and fine details more than g2 with a good result. 

As long as the diffusion value used in the edge stopping function increase, the PSNR and the 

quality of image decrease, which leads to loss sharp edges and fine details, the two edges 

stopping functions will have the same effect and give the same result on the noisy image. 

Finally, we can include that it‟s necessary to testing and does the right choice of diffusion value 

and edge stopping function for better results of Perona-Malik restoration filtering on the noisy 

image. 

 

3.3 Conclusion: 

In this chapter, we have presented an illustrative study of the anisotropic diffusion by Perona-

Malik model by explaining its method in a detailed way. We have introduced the PM equation, 

and describing its basic parameters, and finally we have study the performance of the two PM 

edge stopping functions which plays an important role in the behavior of this diffusion. 
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chapter 4: Experimental results. 

4.1 Introduction: 

In this last chapter, we present the interface which allows the manipulation of the presented work, 

and discuss the results of the Perona-Malik method on two images. The objective is to compare 

the results with the four filters (Mean, Gaussian, Wiener, Heat equation). 

The PSNR, as well as the SSIM, FSIM are used as measuring parameters. 

4.2 Used tools: 

4.2.1 Hardware Tools: 

This work was realized by 2 types of computer: 

 First type:  

Computer brand “DELL”, Intel® Core™ i5-4210 CPU @ 1,70 GHz    1.70 GHz, with 

8.00 Go of RAM, operating system 64 bits, Windows 10, and graphics cards (Intel® HD 

Graphics Family, NIVIDIA GeForce 820M). 

 Second type: 

Computer brand “ASUS”, Intel® Core™ i5-7200 CPU @ 2.50GHz    2.71 GHz, with 

4.00 Go of RAM, operating system 64 bits, Windows 10, and graphics cards (AMD 

Radeon R5 M420, Intel® HD Graphics 620). 

4.2.2 Software tools: 

The programming platform used in this work is MATLAB which use the MATLAB language, 

the version used is R2016a “Release 2016 a (a = first, describing the release order in that year)”; 

we have realized our work on MATLAB because it is a high performance and an easy-to-

use scientific programming language, presents a strong mathematical also numerical support 

about the implementation of advanced algorithms in image processing and computer vision 

community. 

4.3 Development of the graphical interface using the Matlab GUID toolbox: 

The figure below shows the structure of our graphical interface: before and after execution: 
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Figure 4.1: The graphical interface before execution. 

 

 

Figure 4.2: The graphical interface after execution. 
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The creation of this interface aims to perform a comparative study between the restoration 

methods (Mean, Gaussian, Wiener, Heat equation, PM) methods, also a comparison between the 

two edges stopping functions PM. 

The areas used in this interface are: 

I. Basic operations: 

 Importing and displaying the original image. 

 Converting the color image into a grayscale image, after that displaying the 

grayscale image. 

 Reset the input images and parameters. 

 Exit the graphical interface. 

II. Noise: 

 Displaying the degraded image (we have chosen the salt-and-pepper noise). 

 Determine the value of density σ by respecting the condition (0 < 𝜎 < 1), if this 

condition is not respected the bellow windows will appear : 

 

Figure 4.3: The density value condition. 

III. Perona-Malik parameters: 

 Determine the number of iterations, the diffusion coefficient and the time step. 

With conditions (the number of iterations i >0, diffusion k>0, the Time step 

0 < 𝜆 ≤ 0.25), if those conditions are not respected the bellow windows will 

appear :  

 

 

i >0, Diffusion k>0. 0 < 𝜆 ≤ 0.25 

Figure 4.4: Error messages of PM parameters. 
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IV. Heat equation parameters: 

 Determine the number of iterations and the time step. With conditions (The 

number of iterations i>0, the Time step 0 < 𝜆 ≤ 0.25), if those conditions are not 

respected the bellow windows will appear : 

  

i>0 0 < 𝜆 ≤ 0.25 

Figure 4.5: Error messages of heat equation parameters. 

V. Filters: 

 Displaying the image restored by the different methods studied in the chapters 

above, with their measuring parameters. 

VI. Comparing between g1 and g2: 

 Showing a figure which compared between the edge stopping function g1,  g2 

with their measuring parameters. 

 

Figure 4.6: Comparison between ESF g1 and g2. 
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VII. The Help button: 

 To have more information about the interface‟s guide: 

 

Figure 4.7: The help button. 

 

VIII. The About button:  

 

Figure 4.8: The about figure. 

 

4.4 Test images: 

In this work, we have worked on three known images of different sizes and types, represented by: 
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512x512 

Lenna.bmp 

463x695 

Boat.png 

512x512 

Pepper.bmp 

768 x512 

door.png 

Figure 4.9: Test grayscale images. 

4.5 Choice of Perona-Malik method parameters: 

The PM method requires a choice of parameters (number of iterations, timestep, and diffusion). 

By fixing the density of the salt-and-pepper noise (𝜎=0.04) and by changing the values of 

parameters (Number of iterations i, timestep λ, diffusion k), comparative tables bellow are 

presented to prove that those parameters are not easy at all to be chosen, it needs to be chosen 

carefully according to the noise being treated to get a desirable solution, and show their big 

impact on image‟s quality by using the PSNR, SSIM, FSIM measuring parameters. 

 

IX. Iteration=1:  

 i=01 

Measuring parameters 

PSNR 

On db 

SSIM 

On db 

FSIM 

On db 

Noisy image by salt-and-pepper 

(𝜎=0.04) 

λ=0.1 
k=1 21.68 0.43 0.81 

k=3 22.95 0.46 0.82 

λ=0.15 
k=1 22.89 0.46 0.82 

k=3 24.71 0.51 0.83 

λ=0.20 
k=1 23.96 0.48 0.82 

k=3 25.57 0.53 0.83 

λ=0.25 k=1 24.66 0.48 0.83 
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Table 4.1: Sensitivity of the parameters (timestep λ, diffusion k, number of iterations i) by fixing 

i=1 of the PM method for salt-and-pepper noise. 

X. Iteration=04: 

 i=04 

Measuring parameters 

PSNR 

On bB 

SSIM 

On dB 

FSIM 

On dB 

Noisy image by salt-and-pepper 

(𝜎=0.04) 

 

λ=0.1 
k=0.5 22.40 0.44 0.82 

k=1 26.84 0.59 0.84 

λ=0.15 
k=3 28.11 0.65 0.86 

k=5 28.12 0.65 0.86 

λ=0.20 
k=1 28.15 0.66 0.82 

k=3 28.27 0.67 0.87 

λ=0.25 
k=0.5 26.87 0.60 0.84 

k=2 27.64 0.61 0.87 

Table 4.2: Sensitivity of the parameters (timestep λ, diffusion k, number of iterations i) by fixing 

i=4 of the PM method for salt-and-pepper noise. 

XI. Iteration=16: 

 i=16 

Measuring parameters 

PSNR 

On dB 

SSIM 

On dB 

FSIM 

On dB 

Noisy image by salt-and-pepper 

(𝜎=0.04) 

λ=0.1 
k=1.8 28.30 0.70 0.87 

k=3.2 28.30 0.70 0.87 

λ=0.15 
k=0.5 28.05 0.69 0.86 

k=1 28.09 0.70 0.86 

 

k=3 24.88 0.47 0.84 
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λ=0.20 
k=1 27.90 0.70 0.85 

k=0.1 19.06 0.24 0.76 

λ=0.25 

k=2 27.58 0.67 0.84 

k=3 27.53 0.66 0.84 

Figure 4.10: Sensitivity of the parameters (timestep λ, diffusion k, number of iterations i) by 

fixing i=16 of the PM method for salt-and-pepper noise. 

XII. Iteration=50: 

 i=50 

Measuring parameters 

PSNR 

On dB 

SSIM 

On dB 

FSIM 

On dB 

Noisy image by salt-and-pepper 

(𝜎=0.04) 

 

λ=0.1 
k=0.5 27.63 0.70 0.83 

k=1 27.61 0.70 0.83 

λ=0.15 
k=3 27.29 0.69 0.80 

k=0.2 19.48 0.29 0.70 

λ=0.20 
k=2 27.05 0.69 0.78 

k=0.4 27.08 0.69 0.78 

λ=0.25 
k=0.4 26.89 0.68 0.76 

k=3 26.80 0.67 0.76 

Table 4.3: Sensitivity of the parameters (timestep λ, diffusion k, number of iterations i) by fixing 

i=50 of the PM method for salt-and-pepper noise. 

 

From the figures and tables above we notice that: 

 Perona-Malik model is an iterative process, it‟s very sensitive to the number of iterations, 

no universal criterion for the parameters 

 In a specific iteration, the PSNR value is always maximized, which is the ideal time to 

end the process. 

 PM converges towards the mean of the image. The edges "jump" one after another. It 

must stop at the aspired number of iterations. 



Chapter 4  Experimental results 

42 

 

 Choosing the time parameter λ is essential, since overestimating it may blur edges and 

boundaries while underestimating it may give unfiltered noise artifacts. 

 

4.6 Results of comparison filters: 

By changing the density 𝜎 of the salt-and-pepper noise values and the images treated with 

different sizes and types, the restoration methods (Mean, Gaussian, Wiener, Heat equation) are 

compared with the PM method in the tables below to show their impact on the quality of the 

images and analyze the performance between each method by using the PSNR, SSIM, FSIM 

measuring parameters: 

 

- Theimage:„Boat.png‟: 

   
(a)   Noisy image 

PSNR=22.62       SSIM=0.56  

FSIM=0.89
 

(b)  Mean filter 
PSNR=25.09 SSIM=0.74  

FSIM=0.86
 

(c)  Gaussian filter 
PSNR=5.91       SSIM=0.08  

FSIM=0.38
 

   
(d)  Wiener filter 

 
PSNR=26.48       SSIM=0.68  

FSIM=0.90
 

(e)  Heat equation method 

(iteration=4, λ=0.25)  
PSNR=26.82      SSIM=0.73  

FSIM=0.90 

(f)  PM method (iteration=4, 

k=0.8, λ=0.25) 
PSNR=27.70     SSIM=0.79  

FSIM=0.91
 

Salt and pepper noise σ = 0.02 
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(a)   Noisy image 
PSNR=19.6         SSIM=0.36  

FSIM=0.81
 

(b)  Mean filter 
PSNR=24.87      SSIM=0.71  

FSIM=0.85
 

(c)  The Gaussian 
PSNR=5.87       SSIM=0.07  

FSIM=0.36
 

   
(d)  The Wiener filter 

 
PSNR=24.8         SSIM=0.60 

FSIM=0.86
 

(e)  The Heat Equation 

(iteration=4, λ=0.25) 
PSNR=25.96      SSIM=0.64  

FSIM=0.87 

(f) The PM filter (iteration=4, 

k=0.8, λ=0.25) 
PSNR=26.97     SSIM=0.73  

FSIM=0.87 
 

Salt and pepper noise σ = 0.04 

   

(a)   Noisy image 
PSNR=17.88       SSIM=0.26  

FSIM=0.75
 

(b)  Mean filter 
PSNR=24.68      SSIM=0.69  

FSIM=0.84 

(c)  The Gaussian 
PSNR=5.98       SSIM=0.06  

FSIM=0.34
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(d)  The Wiener filter 

PSNR=23.99        SSIM=0.54 

FSIM=0.84
 

(e)  The Heat Equation 

(iteration=10, λ=0.24) 
PSNR=24.87    SSIM=0.72  

FSIM=0.85 

 PM(iteration=10, k=1.5, 

λ=0.24) 
PSNR=25.32     SSIM=0.73  

FSIM=0.85 
 

Salt and pepper noise σ = 0.06 

   
(a)   Noisy image 

PSNR=16.57       SSIM=0.19  

FSIM=0.71
 

(b)  Mean filter 
PSNR=24.45   SSIM=0.66  

FSIM=0.83 

(c)  The Gaussian 
PSNR=5.65           SSIM=0.05  

FSIM=0.33
 

   
(d)  The Wiener filter 

PSNR=23.32        SSIM=0.5 

FSIM=0.81
 

(e)  The Heat Equation 

(iteration=10, λ=0.24) 
PSNR=24.63    SSIM=0.7   

FSIM=0.83 

(f) PM (iteration=10, k=1.5, 

λ=0.24) 
PSNR=25.04     SSIM=0.71  

FSIM=0.84 
 

Salt and pepper noise σ = 0.08 

Table 4.4: Boat.png image restoration by: Mean filter, Gaussian filter, Wiener filter, Heat 

equation method, and Perona-Malik method in different density sizes of salt and pepper noise. 
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- Theimage:„Lenna.bmp‟: 

   

(a)   Noisy image 
PSNR=22.38      SSIM=0.60  

FSIM=0.91
 

(b)  Mean filter 
PSNR=24.56   SSIM=0.73  

FSIM=0.90
 

(c)  Gaussian filter 
PSNR=5.62        SSIM=0.07  

FSIM=0.35
 

   
(d)  Wiener filter 

 
PSNR=25.60      SSIM=0.67  

FSIM=0.92
 

(e)  Heat equation method 

(iteration=4, λ=0.25)  
PSNR=25.81   SSIM=0.73  

FSIM=0.92 

(f)  PM method 
 (iteration=4, k=0.8, λ=0.25) 
PSNR=27.79      SSIM=0.78  

FSIM=0.93
 

Salt and pepper noise σ = 0.02 

   

(a)   Noisy image 
PSNR=19.41         SSIM=0.34  

FSIM=0.84
 

(b)  Mean filter 
PSNR=24.38          SSIM=0.71  

FSIM=0.89
 

(c)  The Gaussian 
PSNR=5.75           SSIM=0.06  

FSIM=0.33
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(d)  The Wiener filter 

 
PSNR=23.92           

SSIM=0.59 FSIM=0.89
 

(e)  The Heat Equation 

(iteration=4, λ=0.25) 
PSNR=24.88         SSIM=0.65  

FSIM=0.90 

(f) The PM filter (iteration=4, 

k=0.8, λ=0.25) 
PSNR=26.79         SSIM=0.73  

FSIM=0.91
 

Salt and pepper noise σ = 0.04 

   

(a)   Noisy image 
PSNR=17.64      SSIM=0.29  

FSIM=0.79
 

(b)  Mean filter 
PSNR=23.94   SSIM=0.69  

FSIM=0.88 

(c)  The Gaussian 
PSNR=5.66        SSIM=0.06  

FSIM=0.32
 

   
(d)  The Wiener filter 

 
PSNR=22.96      SSIM=0.55 

FSIM=0.87 

(e)  The Heat Equation 

(iteration=10, λ=0.24) 
PSNR=23.23    SSIM=0.71  

FSIM=0.88 

(f) PM (iteration=10, k=1.5, 

λ=0.24) 
PSNR=25.00      SSIM=0.72  

FSIM=0.90 
 

Salt and pepper noise σ = 0.06 
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(a)   Noisy image 
PSNR=16.43      SSIM=0.22 

FSIM=0.75
 

(b)  Mean filter 
PSNR=23.61   SSIM=0.67  

FSIM=0.87 

(c)  The Gaussian 
PSNR=5.63        SSIM=0.05  

FSIM=0.31
 

   
(d)  The Wiener filter 

 
PSNR=16.43      SSIM=0.22 

FSIM=0.75
 

(e)  The Heat Equation 

(iteration=10, λ=0.24) 
PSNR=22.94    SSIM=0.69   

FSIM=0.87 

(f) PM (iteration=10, k=1.5, 

λ=0.24) 
PSNR=24.06      SSIM=0.70  

FSIM=0.89 
 

Salt and pepper noise σ = 0.08 

Table 4.5: Lenna.bmp image restoration by: Mean filter, Gaussian filter, Wiener filter, Heat 

equation method, and Perona-Malik method in different density sizes of salt and pepper noise. 

 

- Theimage:„pepper.png‟: 

   

(a)   Noisy image 
PSNR=22.16      SSIM=0.59  

(b)  Mean filter 
PSNR=25.02   SSIM=0.76  

(c)  Gaussian filter 
PSNR=5.62        SSIM=0.07  



Chapter 4  Experimental results 

48 

 

FSIM=0.91
 

FSIM=0.91
 

FSIM=0.31
 

   
(d)  Wiener filter 

 
PSNR=25.55      SSIM=0.66  

FSIM=0.93
 

(e)  Heat equation method 

(iteration=4, λ=0.22)  
PSNR=27.08   SSIM=0.79  

FSIM=0.93 

(f)  PM method 
 (iteration=4, k=1.3, λ=0.22) 
PSNR=27.90     SSIM=0.80  

FSIM=0.94
 

Salt and pepper noise σ = 0.02 

   

(a)   Noisy image 
PSNR=19.27         SSIM=0.39  

FSIM=0.84
 

(b)  Mean filter 
PSNR=24.67          SSIM=0.73  

FSIM=0.90
 

(c)  The Gaussian 
PSNR=5.73           SSIM=0.06  

FSIM=0.30
 

   
(d)  The Wiener filter 

PSNR=23.87           

SSIM=0.59 FSIM=0.90
 

(e)  The Heat Equation 

(iteration=4, λ=0.25) 
PSNR=25.30         SSIM=0.67  

FSIM=0.91 

(f) The PM filter (iteration=4, 

k=0.8, λ=0.25) 
PSNR=26.74       SSIM=0.75  

FSIM=0.91
 

Salt and pepper noise σ = 0.04 
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(a)   Noisy image 
PSNR=17.64      SSIM=0.29  

FSIM=0.79
 

(b)  Mean filter 
PSNR=23.94   SSIM=0.69  

FSIM=0.88 

(c)  The Gaussian 
PSNR=5.66        SSIM=0.06  

FSIM=0.32
 

   
(d)  The Wiener filter 

 
PSNR=22.96      SSIM=0.55 

FSIM=0.87 

(e)  The Heat Equation 

(iteration=10, λ=0.24) 
PSNR=23.23    SSIM=0.71  

FSIM=0.88 

(f) PM (iteration=10, k=1.5, 

λ=0.24) 
PSNR=25.00      SSIM=0.72  

FSIM=0.90 
 

Salt and pepper noise σ = 0.06 

   

(a)   Noisy image 
PSNR=16.29      SSIM=0.21 

FSIM=0.75
 

(b)  Mean filter 
PSNR=23.92      SSIM=0.69 

FSIM=0.88 

(c)  The Gaussian 
PSNR=5.73       SSIM=0.05  

FSIM=0.29
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(d)  The Wiener filter 

 
PSNR=22.19      SSIM=0.51 

FSIM=0.85
 

(e)  The Heat Equation 

(iteration=10, λ=0.24) 
PSNR=23.45    SSIM=0.71   

FSIM=0.88 

(f) PM (iteration=10, k=0.9, 

λ=0.24) 
PSNR=24.68     SSIM=0.73  

FSIM=0.89 
 

Salt and pepper noise σ = 0.08 

Table 4.6: Pepper.bmp image restoration by: Mean filter, Gaussian filter, Wiener filter, Heat 

equation method, and Perona-Malik method. 

Image Noise 

density 
Measuring 

parameters 
 Restoration filters 

Noisy Mean Gaussi

an 
Wiener Heat 

equation 
PM 

      

 

 

 
Boat.png 

 
𝜎=0.02 

PSNR 22.62 25.09 5.91 26.48 26.82 27.7 
SSIM 0.56 0.74   0.08   0.68   0.73   0.79   

FSIM 0.89 0.86 0.38 0.90 0.90 0.91 

 
𝜎=0.04 

PSNR 19.6          24.87       5.87        24.8          25.96       26.97      

SSIM 0.36   0.71   0.07   0.60 0.64   0.73   

FSIM 0.81 0.85 0.36 0.86 0.87 0.87 

 
𝜎=0.06 

PSNR 17.88 24.68       5.98        23.99         24.87     25.32      

SSIM 0.26   0.69   0.06   0.54 0.72   0.73   

FSIM 0.75 0.84 0.34 0.84 0.85 0.85 

𝜎=0.08 PSNR 16.57        24.45    5.65            23.32         24.63     25.04      

SSIM 0.19   0.66   0.05   0.5 0.7    0.71   

FSIM 0.71 0.83 0.33 0.81 0.83 0.84 

 

 
lenna.bmp 

𝜎=0.02 PSNR 22.38      
 

24.56   
 

5.62         25.60       25.81 27.79 

SSIM 0.60  
 

0.73  
 

0.07   0.67   0.73 0.78 

FSIM 0.91
 

0.90
 

0.35 0.92 0.92 0.93 

𝜎=0.04 PSNR 19.41 24.38 5.75 23.92 24.88 26.79 

SSIM 0.34 0.71 0.06 0.59 0.65 0.73 

FSIM 0.84 0.89 0.33 0.89 0.90 0.91 

𝜎=0.06 PSNR 17.64 23.94 5.66 22.96 23.23 25 

SSIM 0.29 0.69 0.06 0.55 0.71 0.72 

FSIM 0.79 0.88 0.32 0.87 0.88 0.90 

𝜎=0.08 PSNR 16.43 23.61 5.63 16.43 22.94 24.06 

SSIM 0.22 0.67 0.05 0.22 0.69 0.70 
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FSIM 0.75 0.87 0.31 0.75 0.87 0.89 

 

 
Pepper.bm

p 

𝜎=0.02 PSNR 22.16 25.02 5.62 25.55 27.08 27.90 

SSIM 0.59 0.76 0.07 0.66 0.79 0.80 

FSIM 0.91 0.91 0.31 0.93 0.93 0.94 

𝜎=0.04 PSNR 19.27 24.67 5.73 23.87 25.30 26.74 

SSIM 0.39 0.73 0.06 0.59 0.67 0.75 

FSIM 0.84 0.90 0.30 0.90 0.91 0.91 

𝜎=0.06 PSNR 17.64 23.94 5.66 22.96 23.23 25.00 

SSIM 0.29 0.69 0.06 0.55 0.71 0.72 

FSIM 0.79 0.88 0.32 0.87 0.88 0.90 

𝜎=0.08 PSNR 16.29 23.92 5.73 22.19 23.45 24.68 

SSIM 0.21 0.69 0.05 0.51 0.71 0.73 

FSIM 0.75 0.88 0.29 0.85 0.88 0.89 

Table 4.7: Comparison of performance parameters of the noisy images after restoration. 

From the figures and tables above we notice that: 

 The results show that the PM method has a higher PSNR, SSIM, FSIM compared with the 

other methods of restoration. 

 The PM is a great filter that preserves the edges of the image however it has some 

drawbacks; PM needs precise parameters to obtain good results. 

 The higher the density 𝜎 of noise present in the image, the lower the ideal performance of 

the PM method. So the PM method returns the best results in the presence of low noise 

densities. 

4.7 Conclusion:  

In this chapter, we conducted a comparative study between PM model and the other filters 

(Mean, Gaussian, Weiner, Heat equation) mentioned in our work previously (Chapter 02) 

depending on visual quality of the filtered images and the values of measuring parameters 

(PSNR, SSIM, FSIM) in order to discover the conditions and cases in which PM model provides 

the best results; we have illustrated this work on a graphical interface. 

On the other hand, we have explained the points and deficiencies that this filter suffers from, and 

the reasons for them as well. 

Finally, due to the satisfying results that this filter provides when it is in its optimum conditions, 

it makes researchers want to develop it to produce better results every time. 
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General conclusion: 

In this thesis, we have presented a study in the field of image processing and image restoration in 

particular about the PM model based on the EDPs. The objective of this study is to illustrate in 

detail the PM model and clarify their strengths and weaknesses, how it works, and improve the 

good quality of the image restored by it; for that we have presented several filters (Mean, 

Gaussian, Weiner, Heat equation) in order to make a comparison between those methods of 

image restoration filtering and our model studied using different measuring parameters (PSNR, 

SSIM, FSIM). The result shows that PM model is more efficient under specific conditions so it‟s 

important to choose correctly the parameters that this model depends on. 

We have presented our work on a graphical interface implemented with Matlab to see the results 

and difference between PM model and the other filters with a better way; also this interface helps 

to see the difference between the results of the used edge stopping functions. 
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