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Abstract

Although some progress has been achieved in the field of computer vision research is con-
firming the identity of the user, such as face recognition, fingerprints, and iris. It has been shown
that face recognition techniques are vulnerable to spoofing attack, spoofing a face recognition
system is easy to perform: all that is needed is a simple photograph of the user.

In this study, we dealt with the use of a convolutional neural network in terms of its struc-
ture and how it works in processing images to differentiate between real and fake faces, It is
considered a solution to many computer vision problems in artificial intelligence such as image
processing. We will process the image data in three stages : 1) Face alignment and prepro-
cessing 2) feature extraction 3) Classification. The purpose of face alignment is to define the
face in the photo, correct the shape of the face, and trim the area of interest, data extraction and
classification are also done via the convolutional neural network which is used to distinguish
between real and fake faces.

Finally, we mention the results obtained using the database (CASIA), as the experimental
results were improved by increasing the number of epochs, also, the considered approach is
suitable for real-time application.

Keywords
Computer Vision, Image Processing, Artificial Intelligence, Face Recognition, Spoof At-

tack, Convolutional Neural Network.
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Résumé

Bien que certains progrès aient été réalisés dans le domaine de la recherche en vision par
ordinateur pour confirmer l’identité de l’utilisateur, comme la reconnaissance faciale, les em-
preintes digitales et l’iris. Il a été démontré que les techniques de reconnaissance faciale sont
vulnérables aux attaques par usurpation d’identité, l’usurpation d’un système de reconnaissance
faciale est facile à réaliser: il suffit d’une simple photographie de l’utilisateur.

Dans cette étude, nous avons traité de l’utilisation d’un réseau de neurones convolutifs en
termes de sa structure et de son fonctionnement dans le traitement des images pour différencier
les visages réels et faux.Il est considéré comme une solution à de nombreux problèmes de
vision par ordinateur en intelligence artificielle tels que l’image en traitement. Nous traiterons
les données d’image en trois étapes: 1) Prétraitement et alignement des visages. 2) Extraction
de caractéristiques 3) Classification. Le but de l’alignement du visage est de corriger la forme
du visage et de rogner la zone d’intérêt, l’extraction et la classification des données se font
également via le réseau neuronal convolutif qui sert à distinguer le réel du faux visages.

Enfin, nous mentionnons les résultats obtenus à l’aide de la base de données (CASIA),
comme les résultats expérimentaux ont été améliorés en augmentant le nombre d’époques,
également, l’approche considérée est adaptée à une application en temps réel.

Mote Clé
Vision Par Ordinateur, Traitement d’image, Intelligence Artificielle, Reconnaissance de Visage,
Attaques par Usurpation d’identité, Réseau Neuronal Convolutif.
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General Introduction

The general public needs to take security measures against the corrupting threat, and be-

cause biometrics in this security industry is the fastest-growing sector. One of the common

technology is facial recognition methods, fingerprint recognition, handwriting authentication,

hand geometry, retinal scanner, and iris scanner. One advancement that has been developed in

recent years is for ease of use and experience with facial recognition technologies relative to

other approaches, and it was extended to multiple defense systems. But, generally speaking,

facial-recognition algorithms are unable to separate ’real’ facial from ’not live’ face which is

a major security problem. It is a simple way facial expressions such as portrait portraits will

circumvent facial recognition systems. To prevent such spoofing, a secure system requires the

liveness detection.

Some examples of these applications include sharing networked computer resources, grant-

ing access to nuclear facilities, performing remote financial transactions, or boarding a com-

mercial flight. The main task of a security system is the verification of an individual’s identity.

The primary reason for this is to prevent impostors from accessing protected resources. General

techniques for security purposes are passwords or ID cards mechanisms, but these techniques of

identity can easily be lost, hampered, or maybe stolen thereby undermine the intended security.

With the help of the physical and biological properties of human beings, a biometric system can

offer more security for a security system.

In recent years, liveness identification has been a very important field of study in the finger-

print recognition and iris recognition communities. But methods are very minimal for coping

with this issue in face recognition. Liveness is the process of differentiating the space of the trait

between living and non-living. Imposters may seek to incorporate a great deal of spoofed bio-
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General Introduction 2

metrics into the scheme. The efficiency of a biometric device would increase with the assistance

of liveness detection. It is an essential and challenging problem that determines the secrecy of

biometric system protection against spoofing. The normal methods of attacking in face recog-

nition can be divided into many groups. The classification is based on what verification proof is

given to the face verification system, such as a stolen photograph, stolen face pictures, recorded

video, 3D face models with blinking and lip moving capabilities, 3D face models with different

expressions, and so on. The anti-spoof problem should be solved well before facial recognition

systems can be applied widely in our daily lives.

Figure 1: Example of face spoofing.

The issues about safety and privacy arise from users, so what happens if my biometric data

is compromised? I can always change the password, but can I change the real face with some

other method such as an image to hack the system? or how effective is this technique? or Can

this algorithm achieve this precision?

In our project Detectionn Spoofing Using Convolutional Neural Network (CNN), we fo-

cused on two main aspects, the theoretical side and the practical side. On the theoretical side,

it is divided into two chapters: First,we started in the Chapter 1, we studied a comprehensive

theory about the overview of Biometric Spoofing. Then the Chapter 2, is an in-depth study of

spoofing attacks in face recognition and methodology in face anti-spoofing. Next in the Chap-

ter 3, we talked to the CNN system and what it consists of? and why we use this system and

how important it’s, also proper architecture to achieve the effective and security system.
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3 General Introduction

After that in the chapter 4, we used the program software (Python ) and it’s packages

(OpenCV, Tensorflow, Keras, numpy...), and we talked about the experiments and the results

that we got. Finally, in conclusion, we have talked about the final result of our experiment.

Then we have talked about the effectivity of this system and the technique using. We have

talked also about future works.
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5 1. Overview Of Biometric Spoofing

1.1 Introduction

The need for reliable user authentication techniques has grown in the face of rising safety

concerns and accelerated networking, connectivity, and usability developments. Biometrics,

defined as the science of identifying an individual on the basis of his or her legitimate method of

identity determination. Biometric authentication or simply biometrics refers to the identification

of an individual based on the physiological and behavioral characteristics such as the face,

fingerprints, hand geometry, iris, keystroke, signature, voice, etc. Biometric systems offer a

number of benefits over traditional authentication schemes.

They are inherently more reliable than password-based authentication as biometric charac-

teristics can not be lost or forgotten; biometric characteristics are difficult to copy, share and

distribute; and they require the person to be present at the time and place of authentification

(See Figure 1.1). Thus, an authentication scheme based on biometrics is a powerful alternative

to traditional authentication schemes [3].

Figure 1.1: General diagram of a biometric system specifying the modules where the three types of anti-
spoofing techniques may be integrated (sensor-level, feature-level, and score-level). Also
displayed are the two different types of attacks for which anti-spoofing techniques may offer
protection: spoofing and attacks carried out with synthetic or reconstructed samples [1]

5



1. Overview Of Biometric Spoofing 6

1.2 Biometrics in General

Figure 1.2: Biometrics types.

Biometrics is best described as a system of personal identity verification, meaning your

personal identity is verified using individual and unique physical characteristics such as finger-

prints, hand geometry, voice, eyes, handwriting, or facial recognition (See Figure 1.2). While

this form of device is not commonly seen in most industries, biometrics has been around for

some time it is most likely to be used in operations where there is a higher degree of protec-

tion in place, such as departments for research and development, military control centers, and

buildings or departments which contain top-secret operations.

If your company is using biometrics, you need to provide in your appraisal analysis of

the system’s infrastructure, procedures, and organizational effectiveness. These programs have

been shown to malfunction to the degree that they can allow access when that person has no

clearance, or they can refuse access even though the individual who demands access has the

correct credentials levels in the authorisation. Each when a failure happens, protection should

log the failure and any remedial measures that they have taken [21].

Biometrics is the use of physiological or behavioral or biological characteristics to deter-

mine or verify identity. Several aspects of this definition require elaboration. All biometric
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7 1. Overview Of Biometric Spoofing

identifier scan be divided into three big groups: Physiological, Behavioral, and biological.

1.2.1 Physiological analysis

The subsections below introduce a brief overview of mostly used physiological characteris-

tics for the automatic recognition of individuals.

1.2.1.A Fingerprints

Biometric authentication systems based on fingerprints became one of the most common

and effective authentication techniques for the identification and verification processes of one’s

identity [22–24].

Among other biometric security methods. This method of biometric authentication was es-

tablished based on the natural truth which indicates that each person has unique fingerprints of

his / her hand which distinguish him/her from others. In addition, each person has a different

fingerprint. Although when two identical twins have a resemblance in their visible characteris-

tics, they still have completely different prints on the fingers of each one [24] Figure 1.3 shows

a sample of a human fingerprint.

Figure 1.3: Sample of human fingerprint. [2]

1.2.1.B Iris

Iris is the circular colored component which is in the middle of the eye. The peculiarity

of the iris pattern offers an important individual recognition scheme. It has a specific network

7



1. Overview Of Biometric Spoofing 8

of tissues that are visibly recognized based on the biological composition of the iris. An in-

dividual’s iris, however, forms during the first year of life when the iris properties can not be

genetically ngineer (See Figure 1.4) [22, 23] .

Figure 1.4: Iris recognition system [2].

1.2.1.C Face

The facial features played a major role in people’s identification for a long time. It was a

common method of biometric identification, based on the face of each person [22–24]. Com-

puters have contributed to the automatic identification of individuals, using the obvious facial

characteristics that led to the Face Recognition System (FRS) becoming widely popular. A lot

of commercial software is designed to do the real recognition of human facial features (See

Figure 1.5).

Figure 1.5: Automatic face recognition system [2].

1.2.1.D Hand Geometry

Hand geometry is the use of geometric shape of the hand for recognition purposes. The

method is based on the fact that the shape of the hand of one person differs from the shape of

8



9 1. Overview Of Biometric Spoofing

the hand of another person and does not change after certain age [25]. But it is not unique (See

Figure 1.6).

Figure 1.6: Example of hand scanning system [3].

1.2.2 Biological analysis

There are several aspects of the present invention relating to a device for the acquisition of

biological information, a method for the acquisition of biological information, and a device for

biometrics which uses biological information. Biometrics have been implemented to authenti-

cate an approved person, using biological details such as DeoxyriboNucleic Acid (DNA) and

saliva [26].

1.2.2.A DNA

Not long ago, Russia’s show business was full of rumors that one of Russia’s famous singers

has two fathers, and every father tried his best to influence the son. Special services have been

produced and the situation addressed but only one item has been of concern to the public: Who

was the singer’s real father? And the singer was confused. The singer and both his father plans

to take the DNA test in one of the programs [3] (See Figure 1.7).

9



1. Overview Of Biometric Spoofing 10

Figure 1.7: Example of DNA scanning [3].

1.2.2.B Saliva

Saliva as a diagnostic fluid has significant biochemical and logistical advantages when com-

pared to blood. Bio-chemically, saliva is a clear liquid with an average protein concentration of

1.5 to 2.0 mg/ml. As a consequence of this low protein concentration, it was once assumed that

this was a major drawback for using saliva as a diagnostic fluid; however, current ultrasensitive

analyte detection techniques have eliminated this barrier. Saliva specimen preparation is simple

involving centrifugation prior to storage and the addition of a cocktail of protease inhibitors to

reduce protein degradation for long-term storage (See Figure 1.8) [27].

Figure 1.8: Example of saliva [4]

1.2.3 Behavioral analysis

Behavioral biometrics is the area of research relating to the identification of unusual charac-

teristics that are detected and measured in human behaviors. The concept contrasts with physi-

cal biometrics, including inherent human attributes such as fingerprints or patterns of iris. Meth-

ods of behavioral biometric authentication include keystroke analyses, gait analysis, speech ID,

10



11 1. Overview Of Biometric Spoofing

features of mouse use, signature analysis, and cognitive biometrics. Behavioral biometrics are

used in financial institutions, businesses, government facilities, and retail point of sale Point Of

Sale (POS) as well as an increasing number of other environments for secure authentication.

1.2.3.A Voice

Voice [3] is unique as are many other characteristics used for biometric methods. Like gait

style, analyzing the voice, and identifying the person takes a fairly little time. Voice is presented

as a numerical sound model in biometrics or ”voiceprint” (See Figure 1.9).

Figure 1.9: Example of voice [5]

1.2.3.B Keystroke

The keystroke [3] is the action of the human means to suggest that on a certain basis the

recognition takes place, the various humans have the different techniques of pressing keys (See

Figure 1.10).

Figure 1.10: Example of Keystroke [6].

11



1. Overview Of Biometric Spoofing 12

1.2.3.C Signature scanning

Another biometric activity is a signature that allows the data to be extracted by that particular

person’s signature (See Figure 1.11).

Figure 1.11: Example of signature [7]

1.2.3.D Gait

Gait [28] biometrics tracks phase patterns by video analysis, and then converts the mapped

data into a mathematical equation. This form of biometric is unobtrusive, making it perfect for

large surveillance of crowds as it can identify people from afar fast (See Figure 1.12).

Figure 1.12: Example of Gait [8].

1.3 Definition of biometric spoof

Biometric spoofing is a method of fooling a biometric identification management system in

which an artificial object (such as a fingerprint mold made of silicon) is presented to a biometric

12



13 1. Overview Of Biometric Spoofing

scanner imitating the unique biological properties of a person that the system is designed to

measure so that the system can not distinguish the artifact from the actual biological target [29].

One growing concern is biometric spoofing. Everywhere in our day-to-day lives, we leave

fingerprints, so the chance of someone lifting and copying them is real. At present, it’s only

academics who do spoofing and copying for testing purposes and it’s not a mainstream activity,

but it could be soon as more corporations and governments around the world embrace biomet-

rics. For management of identification [30]. Many people want to identify as coded biometric

physiological features but they aren’t. Our faces and irises are visible to each and every one of

us.

May record sounds. Fingerprints and DNA are left wherever we go and it has been proven

that these are real threats to be repeated for biometric spoofing schemes [31].

1.4 Definition of biometric anti-spoofing

Despite some ongoing efforts and initiatives to create a consistent and structured vulnerability-

related nomenclature, a general agreement on the appropriate vocabulary to be used in each

case has not yet been achieved by the biometric community [32–34]. Given the absence of

The present article will adopt a closed description of specialized literature in which biometric

spoofing is widely understood as being capable of fooling a biometric system into identifying

an illegitimate individual as a real one by displaying a fake fabricated version to the sensor.

External biometric feature (i.e., artifact). Such attacks often referred to as direct attacks

[10], fall within the broader category of ”presentation attacks,” described in the current draft

ISO/IEC30107 specification as ”presentation of an item or human feature to the biometric

capture subsystem in a manner that could conflict with the biometric system’s intended pol-

icy” [32]. Such a larger range of attacks often entails introducing human features (not only

digital artifacts) such as dead fingers to the acquisition system, mutilated characteristics, actu-

ally forced living traits, or a different living feature Such as dead fingers, mutilated traits, real

coerced living traits or other living traits (i.e., zero-effort impostor attempts to exploit the False

Acceptance Rate (FAR), biometric systems) [33]. Spoofing is therefore the use of an artifi-
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1. Overview Of Biometric Spoofing 14

cial trait to impersonate a different user or to create a new genuine identity. Typically several

scenarios are designed for spoofing attacks depending on the type of biometric system being

considered [35].

1. Verification system: in the most common case, spoofing is performed at the time of au-

thentication by presenting a fake physical copy of the genuine user feature to the sensor.

Such an artifact is obtained and compared to the true user’s enrolled actual example.

2. Closed-set authentication method/identification system: spoofing can also be done at the

registration point by creating a new artifact identity (not actually imitating any actual user

trait) which may be used later by various users to enter the device.

3. Open-set recognition system: this is usually a situation where a new identity is produced

using a spoofing tool to prevent being placed on a watch list (e.g. acquiring a VISA to

enter a country illegally) [29].

1.5 Conclusion

A possible area of research has been to protect vital and sensitive networks from being

improperly accessed by impostors. Biometric security-based authentication gained significant

attention for its accuracy, reliability, universality, and durability, etc. This chapter provided an

overview of the most commonly used biometric authentication strategies and we have focused

on physiological and biological and behavioral methods of biometric protection, we also ad-

dressed us to know biometric spoof and biometric anti-spoofing. The next chapter presents a

review of the most important methods for detecting face liveness. Then is discussed noting the

benefits and drawbacks of multiple approaches to detecting face anti-spoofing.
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2. Spoofing attacks in face recognition 16

2.1 Introduction

Although great advances have been made in the face against spoofing over the last decade,

the techniques of face spoofing have also evolved and become increasingly sophisticated. In-

evitably, many of the current anti-spoofing facial methods are still vulnerable to spoofing, in-

cluding numerous commercial devices that appear to have a degree of embedded face spoof

detection. A coherent face spoofing and anti-spoofing survey [36] clearly indicates that face

spoofing is still a huge challenge for existing face recognition systems. Namely, the identifica-

tion of face spoofing attacks needs several problems to be discussed.

Automated face recognition systems have been implemented in numerous implementations

over the past decade because of the rich features of the face that provide a clear biometric cue.

Face spoof attack is a method through which a malicious individual may masquerade a face

recognition device as a licensed customer and thereby unlawful access and benefits [37]. Often

known as ”direct attack” or ”presentation attack,” facial spoofing attack. Face spoofing also

poses a big problem for businesses offering facial biometric identity detection solutions [38].

It is worth mentioning that face spoofing does not require advanced technical skills, thereby

increasing the number of potential attackers. In addition, facial images captured from spoofing

attacks can look very similar to images captured from real ones, making it very hard to detect

face spoofing attacks.

2.2 State of the art in face anti-spoofing

The pioneering studies on biometric vulnerabilities stressed the need to develop effective

protection schemes against face spoofing attacks. A number of facial anti-spoofing or animation

detection methods have been proposed over the last two decades. The published facial anti-

spoofing techniques can be widely grouped into two categories (Hardware based techniques

and Softwar based techniques) [20].
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17 2. Spoofing attacks in face recognition

2.2.1 Hardware based techniques

Several hardware-based facial vivacity detection techniques were developed based on imag-

ing technologies. Many applications in this area use light spectrum beyond the visible range

( e.g., 3D depth [39], complimentary infrared Complementary Infrared (CIR), or near-infrared

Near Infrared (NIR) images [40]) to compare reflectance detail on actual faces and spoofing ma-

terials. To this end, a particular system of Light Emitting Diode (LED) and photo-diodes is used

at two different wavelengths. Recently, authors in [37] performed a face-anti-spoofing thermal

imaging analysis by gathering large thermal face images database for actual and spoofed access

attempts.

Multimodal biometric devices are also widely thought to be automatic anti-spoofing strate-

gies. To this end, Chatty et al. [41] merged face and voice and studied the association between

the action of the lips and the speech being made. In fact, the machine used an anti-spoofing mi-

crophone and a voice analyzer. On the whole, though hardware-based solutions tend to provide

better results.

2.2.2 Software based techniques

To detect the spoof attacks, software-based techniques use the basic Red-Green-Blue (RGB)

images. These approaches can be categorized into strategies that are static and dynamic depen-

dent.

The static-based techniques are applied to a single image, while video sequences are applied

to the dynamic-based techniques. Below we give respectively the latest work on both static and

dynamic techniques.

The most popular methods of differentiating between the actual faces and the artificial ones

are based on inspection of the texture. Counter-measures in texture analysis take advantage of

texture patterns that may appear unusual when analyzing the image details. Examples of visible

texture patterns are perception errors or blur in the overall shot. In [42], they defined a print-

attack detection approach by leveraging the variations in the 2-D Fourier spectra by comparing

the client face hard copies and actual accesses.

The approach performs well with specimens of the assaulted identification down-sampled
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2. Spoofing attacks in face recognition 18

but is likely to struggle with images of higher quality. Li et al. [42] observed print attacks by

leveraging variations in hard-copies in faces and actual accesses in the 2-D Fourier spectra.

The system performs well in down-sampled object attacks but is likely to fail in samples of

higher quality. et al. [43] used a linear Support Vector Machine (SVM) classifier to evaluate the

micro-textures to detect spoof attacks.

In [44,45], the authors used the Local Binary Patterns (LBP) as a descriptor for spoof attack

detection. In [46], the authors have used another version of the LBP descriptor, Local Binary

Patterns Variance (LBPV), which was used to discriminate between the true and the false as-

pects. Image Distortion Analysis (IDA). Four distinct characteristics were used to represent the

facial images: specular reflection, blurriness, chromatic moments, and a variety of colors.

These features will capture the variations between the real and the fake images without

recording the user-identity details. Patel et al. [47] Examined the effect on the performance of

the LBP and Dense Scale Invariant Feature Transform (DSIFT) by the different channels of the

RGB color spaces (R, G, B, and Gray Scale) and the different facial regions methods DSIFT

dependent. Their studies show that the best results are obtained by removing the material from

the red channel.

Boulkenafet et al. [48] Suggested a face anti-spoofing approach based on an analysis of the

color texture. Having represented the RGB images in two color spaces: Hue, Saturation, and

Value (HSV) and Luminance; Chroma Blue; Chroma Red (YCbCr), used the LBP descriptor

to isolate the texture characteristics from each wave and then merged these characteristics to

discriminate between real and fake faces.

Galbally et al. [49] Proposed an Image Quality Assessment (IQA) using 14 quality mea-

sures to distinguish between the real and the fake faces. In [50] the same authors evaluated 25

different quality measures, which were also used for fingerprint and iris anti-spoofing. Some

approaches such as [51, 52] have recently used detailed details from the user to improve the

efficiency of facial anti-spoofing methods based on the texture. Biggio et al. [53] Tackled the

issue of biometric spoof attacks by using two face and fingerprint versions. Various score-

fusion rules were checked, such as Sum, Product, and Weighted sum by Linear Discriminant

Analysis (LDA), LikeLihood Ratio (LLR), and Expanded Extended LikeLihood Ratio (ELLR).
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19 2. Spoofing attacks in face recognition

Analysis of motion one is interested in detecting clues produced when two-dimensional

counterfeits are introduced to the input camera system [44, 54, 55], e.g. images or video clips.

et al. [56] used a simplistic optical flow analysis followed by a heuristic classifier to determine

the trajectories of selected parts of the face from a short sequence of images. A method [57]

was developed by the same writers to combine these scores with liveness properties such as

eye-blinks or mouth motions. Bao et al. [58] suggested a method for detecting attacks on planar

media using an estimate of the optical flow-dependent motion.

Using kernel discriminant analysis fusion, Arashloo et al. [59] merged two spatial-temporal

descriptors Multiscale Binarized Statistical Image Features on Three Orthogonal Planes (MBSIF-TOP)

and Multiscale Local Phase Quantization on Three Orthogonal Planes (MLPQ-TOP). Pereira et

al. [60] also experimented with the complex texture of Local Binary Patterns on Three Orthog-

onal Planes (LBP-TOP) based on to distinguish between the real and the fake human. The last

method showed better performance than the simple LBP methods proposed in [44–46].

The reason for LBP-TOP gives good results is that temporal information plays an important

role in the anti-spoofing of the face. Pinto et al. [61] have suggested a temporal and spectral

based approach Knowledge that uses the time-spectral features as low-level descriptors and

the visual codebook definition to identify descriptors of mid-level features. Tirunagari et al.

[62] suggested a Dynamic Mode Decomposition (DMD) algorithm capture the visual dynamics

when LBP captures the complex patterns.

Bharadwaj et al. [63] took the Eulerian motion Magnification to emphasize signs of motion.

It was observed that extracting Histogram of Oriented Optical Flow (HOOF) from the enhanced

video provides an enhanced result about the state-of-the-art performance in the Replay-Attack

database. Auch Komulainen et al. [64] used a fusion Enhancing recognition efficiency between

the motion and the texture properties.

Kollreider Komulainen et al. [64] suggested innovative techniques to avoid sophisticated

spoofing attempts by observing only the action of the mouth, such as replayed images. Detection

of liveliness attempts to catch signs of life from consumer photographs by examining random

gestures that can not be observed in Photographs such as eye blinks which can occur in humans

once every 2-4 seconds [65,66]. Pan et al. [67] used the fact that humans blink once every (2-4
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s) and suggested an anti-spoofing strategy based on the wink of an eye.

Garcia et al. [68] suggested the identification of face spoofing by looking for Moiré patterns

because of the optical grid overlap. Their detection is based on Frequency Domain peak detec-

tion. They used the grouping using SVM with the Radial Basis Function Kernel (RBF Kernel).

They carried out their studies on the applications Replay Attack Corpus and Moiré.

Other facial anti-spoofing techniques are based on 3D modal textures, such as [69, 70]. The

attacker uses a mask in a 3D modal to spoof the system because the use of wrinkles would be a

great assistant in detecting the attack.

In [69], they presented a study that addresses the problem of spoofing by analyzing the

feasibility of performing low-cost attacks with self-manufactured products 3D printed models to

the 2.5D and 3D facial recognition systems. Erdogmus and Marcel [70] examined the spoofing

potential of the subject-specific 3D facial masks for different recognition systems and addressed

the problem of detection of this more complex type of attack. Also, the authors performed

experiments on two different databases.

Recently, in the face of anti-spoofing, deep learning techniques have been used, in particular

with the CNN. For example, authors in [71] concentrated on two general-purpose approaches

using coevolutionary networks to create image-based anti-spoofing systems. With three biomet-

ric modalities, iris, face, and fingerprint, their systems struggle with numerous attack types. The

first approach involves studying sufficient coevolutionary network architectures for each area,

while the second approach focuses on studying the network’s weights by back-propagation.

Below, we present all previous work in face antispoofing techniques, but we focus only on

those that are thematically closer to our objectives and contributions (see Table 2.1).
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Table 2.1: A summary of published methods on face spoof detection [20]

Athors Methods Data-bases years

Kollreider et al. [72] Motion
MIT–CMU

YALE Recaptured 2007

Biggio et al. [53] Multimodal

LivDet11
Photo Attack

Personal Photo Attack
Print Attack

2011

Chingovska et al. [45] Texture
REPLAY ATTACK

CASIA FAS
NUAA photograph imposter

2012

Määttä et al. [44] Texture
Yale Recaptured
PRINT ATTACK 2012

Erdogmus & and Marcel [70] 3D
Morpho

3D Mask Attack 2013

Yang et al. [73] Texture
NUAA photograph imposter

CASIA FAS
PRINT ATTACK

2013

Galbally & Marcel [49] Image Quality Assessment
CASIA FAS

REPLAY ATTACK 2014

Bharadwaj et al. [63] Motion
PRINT ATTACK

REPLAY ATTACK
CASIA FAS

2014

Pereira et al. [60] Motion
REPLAY ATTACK

CASIA FAS 2014

Menotti et al. [71] Deep Learning
Warsaw, Biosec & MobBIOfake

Replay-Attack & 3DMAD
Biometrika, CrossMatch, Italdata & Swipe

2015

Garcia & Queiroz [68] Moiré-Pattern
Replay Attack

Moiré 2015

Yang et al. [51] Person-Specific
CASIA FAS

REPLAY ATTACK 2015

Chingovska & Anjos [52] Person-Specific REPLAY ATTACK 2015

Wen et al. [74] Motion
REPLAY ATTACK

CASIA FAS
MSU MFS

2015

Pinto et al. [61] Motion

CASIA FAS
REPLAY ATTACK

UVAD
3DMAD

2015

Tirunagari et al. [62] Motion
PRINT ATTACK

REPLAY ATTACK
CASIA FAS

2015

Arashloo & Kittler [59] Texture
REPLAY ATTACK

CASIA FAS
NUAA photograph imposter

2015

Boulkenafet et al. [48] Colour Texture
CASIA FAS

REPLAY ATTACK 2015

Patel et al. [47] Colour Texture
REPLAY ATTACK

CASIA FAS
MSU MFS

2015

Galbally and Satta [69] 3D
3DFS-DB

EURECOM MASK-ATTACK DB
IDIAP MASK-ATTACK DB

2016

Zhao et al. [75] Dynamic Texture CASIA FAS 2017

Gan et al. [76] 3D CNN
REPLAY ATTACK

CASIA FAS 2017

Tang et al. [77] Fusing multiple deep features
CASIA FASD

REPLAY-MOBILE
OULU-NPU

2018

Xiaoguang and Zhang et al. [78] CNN-LSTM
REPLAY ATTACK

MSU-MFSD 2019

Nagpal et al. [79] A performance evaluation of CNN MSU-MFSD 2019
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2.3 Face Spoofing Databases

The first public dataset for the study of face recognition anti-spoofing appeared in 2010,

the facial anti-spoofing directions explored in this memory are based largely on five publicly

available databases [20]: NUAA Photo Imposter Database, Replay-Attack Database, CASIA

Face Anti-Spoofing Database, MSU Mobile Face Spoofing Database, and OULU-NPU Face

PAD Database. In our work, we used only the CASIA Face Anti-Spoofing Database.

2.3.1 CASIA Face Anti-Spoofing Database

CASIA Face Anti-spoofing Database (CASIA-FASD) [80] overcomes some of the main

disadvantages of the NUAA database. For example, the number of clients is as many as 50,

and the samples are in a video format. Furthermore, it provides a larger diversity of spoofing

attacks, of which there are as many as 3 types: warped print, perforated print, and video attacks.

The overall diversity of the database is augmented by using 3 different recording devices for

the samples: an old web-camera recording low-quality samples with resolution 640 × 480, a

new web-camera recording normal-quality samples with a resolution of 640× 680, and a high-

resolution camera recording high-quality samples with a resolution of 1280×720. The database

is recorded in adverse conditions, and the majority of attacks are close-up.

The total number of samples in the database is 600 (150 real accesses and 450 attacks). The

eye regions were cut off in order to create photographic masks and eye blinking was simulated

either by the attacker or by sliding another piece of paper behind the resulting cut photo. The

video attacks were executed using an iPad with a screen resolution of 1024×768. Altogether the

database consists of 600 video clips and the identities are divided into subject-disjoint subsets

for training and testing (240 and 360, respectively).

Since the main purpose of the database is to investigate the possible effects of different

fake face types and imaging qualities, the test protocol consists of seven scenarios in which

particular train and test samples are to be used. The quality test considers the three imaging

qualities separately, low (1), normal (2), and high quality (3), and evaluates the overall spoof

detection performance under a variety of attacks at the given imaging quality. Similarly, the
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fake face test assesses how robust the anti-spoofing measure is too specific fake face attacks,

warped photo (4), cut photo (5), and video attacks (6), regardless of the imaging quality. In the

overall test (7), all data is used to give a more general evaluation. Examples of the different

scenarios in the database can be seen in Figure 2.1.

N1 N2 N3 N4

L1 L2 L3 L4

H1 H2 H3 H4

Figure 2.1: Samples from the CASIA face anti-spoofing database. L, N and H for Low, Normal and
High quality, respectively. 1, 2, 3 and 4 for real face, warped photo, cut photo and video
attacks, respectively.

2.4 Methodology in face anti-spoofing

The use of the face authentication system has become more common in recent years com-

pared to other types of protection, such as fingerprint [81] and the iris system [82]. The fin-

gerprint is fading with age, requiring clean hands and taking more time to scan of iris. This

preliminary study helped us get an insight into the issue of face spoofing and countermeasures.

Anti-spoofing faces can be divided into three main components: face preprocessing, extraction

of features, collection and classification of features [83–87].

2.4.1 Face preprocessing

Facial processing is an important part of facial recognition because the face is most common

for people to know each other. But the last one is easily affected by the light condition and facial

expression changing and other reasons [88]. So before extracting features we can preprocess
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face images to improve the face recognition rate. We explain how we use preprocessing step by

step which are: face detection, eye localization, and face normalization.

2.4.1.A Face Detection

The dace detection task is easily done from the perspective of the human visual tasks but

when it comes in the view of the computer it is a little bit difficult. An image is given in which

the faces are detected leaving the illumination, pose variation, and lighting factors [9]. The

faces of the people have been detected as shown in Figure 2.2.

Figure 2.2: Example of face detection [9]
.

2.4.1.B Eyes localization

Detection of the position of the eyes in the face is crucial for the creation of many appli-

cations such as facial recognition, facial expression, face anti-spoofing, age estimation, and

gender classification, etc. Our goal is to localize the eyes precisely rather than describe the

whole face object using facial features. So, a Pictorial Structure PS model which focuses more

on the points that count is more appropriate. The difference between eye detection and eye

localization is that the last one is given a more accurate prediction of the eye positions than the

first one as shown in Figure 2.3.
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Figure 2.3: Example eye localization by PS algorithm [10].

2.4.1.C Face normalization

We have to normalize the face after face detection and eye localization. In face normaliza-

tion, we rotate and crop the face depending on the eye coordinate (See Figure 2.4). Obtained

through the eye localization algorithm [89]. In Figure 2.5 and equations below we attempt to

illustrate how to rotate and crop the face using the eye coordinates. Then, we resize the ROI

after rotating and cropping the face ROI.

R1 L1

(a)

R2 L2

(b)
(c)

Figure 2.4: Example of face alignment. a) face & eyes detection b) pose correction c) face ROI [10].

L1x = (Lx × (m/100) + bbox(1), Ly × (m/100) + bbox(2))

R1x = (Rx × (m/100) + bbox(1), Ry × (m/100) + bbox(2))
(2.1)

θ = tan−1(
R1y − L1y
R1x − L1x

) (2.2)
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L2x = Cx + (L1x − Cx).cos(θ)− (L1y − Cy).sin(θ)

L2y = Cy + (L1x − Cx).sin(θ) + (L1y − Cy).cos(θ)

R2x = Cx + (R1x − Cx).cos(θ)− (R1y − Cy).sin(θ)

R2y = Cy + (R1x − Cx).sin(θ) + (R1y − Cy).cos(θ)

(2.3)

Figure 2.5: Detail of rotate & crop of face [10].

2.4.2 Feature extraction

The extraction of features is a method of reduction of dimensionality by which the initial

collection of raw data is reduced to more manageable classes. A characteristic of these large

data sets is a large number of variables that require a lot of computing resources to process.

Extraction of the function is the term for methods selecting and/or combining variables into

features, effectively reducing the amount of data to be processed, while also representing the

original data set correctly and completely [90].

2.4.2.A Convolutional Neural Network

Computer vision is evolving rapidly day-by-day. Its one of the reason is deep learning.

When we talk about computer vision, a term convolutional neural network [11] ( abbreviated as
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CNN) comes in our mind because CNN is heavily used here. Examples of CNN in computer

vision are face recognition, image classification, etc. It is similar to the basic neural network.

CNN also have a learnable parameter like neural network i.e, weights, biases, etc.

Figure 2.6: convolutional neural network [11]

2.4.3 Classification

Image classification is the process of labeling images according to predefined categories.

The process of image classification is based on supervised learning. An image classification

model is fed a set of images within a specific category. Based on this set, the algorithm learns

which class the test images belong to, and can then predict the correct class of future image

inputs, and can even measure how accurate the predictions are [91]. We will create an image

classifier of our own that can distinguish whether a given pic is of a real or fake face or some-

thing else depending upon your fed data. To achieve our goal, we will use one of the famous

machine learning algorithms out there which are used for image classification .

2.5 Conclusion

In this chapter, we begin with a brief overview and reference to general biometrics and

face anti-spoofing recognition that is discussed in two sections as face spoofing and facial anti-

spoofing. Next, we showed the state of the art. Since the variations due to facial changes are
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discussed in this study, we provided an in-depth overview of these variations for the current

state. Then we gave a brief description of the publicly available face spoofing databases, dif-

fering in data format, number of clients and samples, protocol, types of attacks. In the next

chapter, we will study the CNN in image processing to obtain better results in combating spoof-

ing attacks.
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3.1 Introduction

In recent times, with the rise of the Artificial Neural Network (ANN), the field of ma-

chine learning has taken a dramatic twist. These biologically inspired computational models

in common machine learning tasks can exceed the performance of previous forms of artificial

intelligence by far. One of the most impressive architectural forms of ANN is that of the CNN.

The last one is primarily used to solve difficult image-driven pattern recognition tasks and offer

a simplified way of getting started with ANNs with their precise yet simple architecture [92]. A

CNN is a deep neural network class that is widely used in computer vision. The building blocks

of the network are repeatedly altered during the training process so that the network achieves

optimal performance and classifies images and objects as accurately as possible (See Figure

3.1).

Figure 3.1: AI Technologies Timeline [12].

3.2 Architecture

One of the techniques used to do image classification and image recognition in neural net-

works is CNN. It is designed with multiple layers of arrays to process the data. This type of

neural network is used in applications such as imaging or face recognition. The key distinction

between CNN and other neural networks is that CNN functions as a two-dimensional sequence

of data. It acts directly on the images instead of relying on the retrieval of features as most
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neural networks do (See Figure 3.2).

Figure 3.2: Convolutional Neural Network [13]

3.3 Layers

As we described above, the CNN is a series of layers, and every layer of a CNN transforms

one volume of activations to another through a differentiable function. To create CNN archi-

tectures, we must use three major types of layers: Convolutional Layer, Pooling Layer, and

Fully-Connected Layer.

3.3.1 Convolution Layer

The convolution layer [14] is the first layer where features are derived from an input image.

The convolutional layer maintains the relation between pixels by learning image features using

a small square of input data. It is a mathematical operation that involves two inputs such as a

matrix of images and a kernel or filter (See Figure 3.3).

• The dimension of the image matrix is h× w × d.

• The dimension of the filter is fh× fw × wd.

• The dimension of the output is (h− fh+ 1)× w(w − fw + 1)× 1.
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Figure 3.3: Image matrix multiplies Kernel or filter matrix [14]

Let’s start with consideration a (5 × 5) image whose pixel values are 0, 1, and filter matrix

(3× 3) as :



1 1 1 0 0

0 1 1 1 0

0 0 1 1 1

0 0 1 1 0

0 1 1 0 0




1 0 1

0 1 0

1 0 1

 (3.1)

The convolution of (5 × 5) image matrix multiplies with (3 × 3) filter matrix is called

”Features Map” and show as an output (See Figure 3.4).

Figure 3.4: Convolved feature [14]

Convolution of an image with different filters can perform an operation such as blur, sharpen,

and edge detection by applying filters.

32



33 3. Convolutional Neural Network

Strides [14]: Is the number of pixels moving over the matrix for inputs. If the step is equal

to 1, we shift the filters to 1 pixel at a time and likewise, if the step is equal to 2, then we shift

the filters to 2 pixels at a time. The figure below indicates convolution will function with a stride

of 2 (See Figure 3.5).

Figure 3.5: strides [14]

Padding [93]: Plays a crucial role in building a convolutional neural network. If the image

gets shrinking and we take a neural network with 100’s of layers on it, it will give us a small

picture after filtering at the top. If we take a three-by-three filter on top of a gray-scale image,

then what will happen. the information on the borders of images is not preserved as well as the

information in the middle. Padding is simply a process of adding layers of zeros to our input

images so as to avoid the problems mentioned above (See Figure 3.6).

Figure 3.6: padding [15]

Activation Function: Is a node which is positioned between Neural Networks at the end of
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or in between. They’re helping to decide whether or not the neuron would fire. ”On the input

signal, the activation function is the nonlinear transformation we do. This transformed output

is then forwarded as input to the next layer of neurons” [16].

Rectified Linear Unit (ReLU) function is nowadays the most frequently used activation

mechanism in neural networks. One of the greatest advantages ReLU has over other activation

mechanisms is that it doesn’t simultaneously stimulate all neurons. From the image for the

ReLU function (See Figure 3.7), we will find that it converts all negative inputs to zero and

that the neuron is not activated. This makes it very effective in terms of computation since few

neurons are stimulated every time. In the positive zone, it doesn’t saturate. In practice, ReLU

converges six times faster than the activation functions of tanh and sigmoid.

Some drawback ReLU offers is that in the negative region it is saturated, meaning that at

that region the gradient is zero. With the gradient equal to zero, not all weights will be modified

during backpropagation, we use Leaky ReLU to solve this. Also, ReLU functions are not zero-

centric. This means that it will have to take a zig-zag path that could be longer for it to get to its

optimum point (See Figure 3.7).

Figure 3.7: Analytics Vidhya [16]

3.3.2 Pooling Layer

Pooling layer [13] plays an essential part in image preprocessing. The pooling layer re-

duces parameter numbers when the images are too large. Pooling involves ”downscaling” the
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image from previous layers. Shrinking an image can be related to reducing the pixel density.

Spatial pooling is also known as downsampling or subsampling, which decreases each map’s

dimensionality but preserves the important details. Spatial pooling forms occur as follows:

There are three types of pooling operations: Max, Min, and Average.

Max Pooling: Is a method of sampled discretization. Its main purpose is to downscale an

input representation, reduce its dimensionality, and allow the assumption to be made about the

features contained in the sub-region binned. Max pooling is performed using a max filter to

extend the initial representation to non-overlapping sub-regions (See Figure 3.8 and 3.9).

Figure 3.8: max pooling [17].

Figure 3.9: max pooling [17]
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3.3.3 Flattening layer

To transform the output of the convolutional portion of the CNN into a 1D feature vector

after completing the previous two steps, this operation is called flattening [18]. It gets the output

of the convolutional layers, flattening all its structure to create a single long feature vector to use

for final classification by the dense layer. The reason we’re doing this is that later we’ll need to

incorporate this data into an artificial neural network (See Figure 3.10 ).

Figure 3.10: The feature maps that convert to a long feature vector [18].

3.3.4 Fully Connected Layer

The fully connected layer is a layer in which the data from the other layers is flattened into

and sent into a vector. It converts output by the network into the desired number of groups

(See Figure 3.11). The function map matrix will be translated to the vector in the diagram

above, such as (x1, x2, x3..., xn) utilize completely connected layers. We will combine features

to create any model and apply activation functions like softmax or sigmoid and other to classify

the outputs as a face real or fake, car, dog, truck, etc.
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Figure 3.11: fully connected layer [13]
.

3.3.4.A Softmax Classification

The fully Connected Layer output is then passed through the function softmax, the Soft-

max function [94] takes an arbitrary real-valued score vector and squashes it to a value vector

between zero and one that adds up to one (See Figure 3.12).

Figure 3.12: soft max [19]
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3.3.4.B Sigmoid Classification

A sigmoid function is a type of activation function, and more specifically defined as a

squashing function. Squashing functions limit the output to a range between 0 and 1, mak-

ing these functions useful in the prediction of probabilities [95].

There are different CNNs architectures available that were essential to building algorithms

that which power and shall power AI as a whole in the near future. Some of those were listed

below: (LeNet, AlexNet, ZFNet, GoogLeNet, and VGGNet).

3.4 Conclusion

After this study CNN, we concluded the CNN is very important using deep learning net-

works in applications such as computer vision and natural language processing as it can mitigate

the error rate significantly and hence improve network performances. By analyzing this chap-

ter, one can gain a better understanding of why CNN is employed in numerous applications and

facilitates in several machine learning fields. So, we have chosen CNN to study face spoofing

to give the best result in our application we will present this result in the next chapter.
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4.1 Introduction

We reviewed several conceptual cases presented on facial biometrics in this chapter, the

case studies are focused on several popular facial anti-spoofing systems and state-of-the-art.

The objective is to demonstrate the benefits of the anti-spoofing systems in producing more

accurate facial biometrics.

In this research, we are studying two forms of face spoofing: a true user’s photograph and

video. We present an anti-spoofing approach for the first form of attack based on a holistic rep-

resentation of the face region, via a comprehensive collection of low-level feature descriptors,

capable of capturing the differences between live and spoof images. For the second attack, we

conduct a noise analysis created by the recaptured video in order to differentiate between the

two groups.

Anti-Spoofing is a technique that can prevent an attack on facial impersonation. For ex-

ample, an attacker may use a legal user’s photo to ”fool” the facial recognition system. It is

therefore important to use anti-plagiarism technologies to improve device security, as this sub-

ject is well studied using the convolutional neural network. Finally, use CNN to present our

experimental and result frameworks for face anti-spoofing.

4.2 Effectiveness of face alignment

Face alignment [96] can be done as a method of transforming various sets of points from

input images (into one coordinate system). This coordinate system can be called an output

coordinate system and defined as our stationary reference frame. Our task is to rotate, con-

vert, and synchronize all input coordinates with output coordinates. We can add three simple

affine transformations for that purpose: rotation, translation, and scaling. We used python with

OpenCV in our experiments to convert facial features from the input coordinate systems into

the output coordinate system (See Figure 4.1). We may use many different approaches to do

face-alignment. We want to use a basic one A tool that only focuses on areas around the eyes.
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This method consists of steps such as (Algorithm. 1) below :

Algorithm 1: face alignment

• A image

1 Predicted face for each image do

2 - Detecting faces and eyes in the image

3 - Calculating the center of detected eyes

4 - Drawing a line between the center of two eyes

5 - Drawing the horizontal line between two eyes

6 - Calculating length of 3 edges of the triangle

7 - Calculating the angle

8 - Rotating image by a calculated angle

9 - Scaling the image;

10 end

Figure 4.1: face alignment with OpenCV

4.3 Description of the work environment

Python is appealing to many developers as it’s easy to learn. Python code is understandable

by humans, which makes it easier to build models for machine learning. Additionally, Python

offers a concise and readable code. While complex algorithms and versatile workflows stand
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behind machine learning and Artificial Intelligent (AI), Python’s simplicity allows developers

to write reliable systems, and also for its ease of importing its libraries, and we used in writing

our program the anaconda environment for ease of working in it.

4.3.1 Python

Python [97] is one of the most commonly used programming languages by data scientists

and machine learning engineers. Although there has been no universal study on the prevalence

of machine learning algorithms with Python in machine learning, and it is an object-oriented,

high-level programming language with dynamic semantics. It’s high-level built-in data struc-

tures, combined with dynamic typing and dynamic binding, make it very attractive for Rapid

Application Development, It is widely used in machine learning.

4.3.2 Anaconda

Anaconda [98] individual edition is the world’s most popular Python distribution platform

with over 20 million users worldwide. You can trust in our long-term commitment to supporting

the Anaconda open-source ecosystem, the platform of choice for Python data science. Virtual

Environment is used to create a container or isolated environment where the Python-related

dependencies are installed for a specific project. One can work with many different versions

of Python with its various packages. Data scientists tend to use Anaconda distribution, which

comes with many useful pre-installed packages, which are easy to install and manage.

Anaconda Navigator is a desktop graphical user interface (Graphical User Interface (GUI))

included in Anaconda distribution that allows you to launch applications and easily manage

conda packages, environments, It is available for Windows, macOS, and Linux. The follow-

ing applications are available by default in Navigator: JupyterLab, Jupyter Notebook, Spyder,

PyCharm, VSCode,Glueviz, Orange 3 App, RStudio.

And we created our project using Jupyter Notebook [99] is an open-source web application

that allows you to create and share documents that contain live code, equations, visualizations,

and narrative text. Uses include data cleaning and transformation, numerical simulation, statis-

tical modeling, data visualization, machine learning, and more.
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4.4 Architecture of keras

We will explain the content of this project for how the CNN architecture is building using

Keras as shown in Figure 4.2, the input is fed to the network of stacked Conv, Pool, and Dense

layers. The output of a sigmoid layer indicating whether there is a real or fake face. We will

explain in the detail below.

Figure 4.2: CNN model architecture in keras

4.4.1 Tools And Libraries

We begin implementation by importing the most important the following libraries [100]:

• TensorFlow: An open-source platform for the implementation, training, and deployment

of machine learning models.

• Keras: An open-source library used for the implementation of neural network archi-

tectures that run on both Central Processing Unit (CPU)s and Graphics Processing Unit

(GPU)s.

• Matplotlib: A visualization python tool used for illustrating interactive charts and im-

ages.
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• NumPy: Is a package designed for high-level and complex mathematical functions, par-

ticularly linear algebra. It is commonly used for machine learning projects like image

processing.

• OpenCV: Is a cross-platform library using which we can develop real-time computer

vision applications. It mainly focuses on image processing, video capture, and analysis

including features like face detection and object detection.

4.4.2 Preparing Dataset

Images in the training dataset had differing sizes, therefore images had to be resized before

being used as input to the model. The CASIA Face Anti-Spoofing Database contains 25,000

images, each with dimensions 100× 100 pixel. The content of the images within the dataset is

sampled from 2 classes real or fake (see Figure 4.3).

Figure 4.3: Split data

4.4.3 Initialising The Convolutional Neural Network

A CNN uses filters on the raw pixel of an image to learn details patterns compare to a global

pattern with a traditional neural net. To construct a CNN, you need to define:

1. Using the feature ”Conv2D” [101] we added a convolution layer. The Conv2D function

takes 4 arguments, the first is the number of filters i.e. 32 here, the second argument is the
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shape of each filter here i.e. 3× 3, the third is the input form and the image type (RGB or

Black and White) of each image i.e. the input image our CNN would take is 100 × 100

resolution and The fourth statement is the activation function we want to use, here Relu’

represents the function of the rectifier.

2. We start by taking our classifier object and adding the pooling layer [102]. We take a

(2 × 2) matrix we’ll have minimum pixel loss and get a precise region where the feature

is located. This program focuses more on the implementation aspect. We only reduced

the model’s complexity without reducing its performance.

3. We’ve used the flatten function to perform flattening, we no need to add any special

parameters, Keras will understand that the “classifier” object is already holding pooled

image pixels and they need to be flattened.

4. After that, we need to build a fully connected layer and link the collection of nodes we

have after the flattening step to that layer, these nodes will serve as an input layer for

those fully connected layers. As this layer would be present between the input layer and

the output layer, a hidden layer may be referred to here.

5. Dense is the function to add a fully connected layer [103], ’units’ is where we determine

the number of nodes that should be present in this hidden layer, these units meaning will

usually be between the number of input nodes and the output nodes but the art of finding

the most appropriate number of nodes can only be accomplished by experimental trials.

Though using a power of 2 is common practice. And the activation function would be a

function of the rectifier.

6. Now it’s time to initialize our output layer, which should contain only one node, that the

final layer contains only one node, and we will be using a sigmoid activation function for

the final layer.

7. It’s time to fit our CNN to the image dataset, But before we do that, we are going to pre-

process the images to prevent over-fitting. Overfitting is when you get a great training
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accuracy and very poor test accuracy due to the overfitting of nodes from one layer to

another.

8. Therefore, before we fit our images into the neural network, we need to perform certain

image increases on them, which is effectively synthesizing the training data. We will use

Keras. Preprocessing library to do the synthesizing portion and prepare the training set as

well as the test collection of images present in a properly organized directory, where the

name of the directory is used as the mark of all the images present in it.

9. After the building our CNN model, it’s time to compile it. Optimizer: parameter is to

choose the stochastic gradient descent algorithm. Loss: parameter is to choose the loss

function. Finally, the metrics: parameter is to choose the performance metric.

10. Epoch is a single step in training a neural network; in other words, when a neural network

is trained on every training samples only in one pass we say that one epoch is finished.

So the training process should consist of more than one epochs. In our case, we trained

the network in different epochs of 40,100,200, to choose the best training result.

This table explain the parte of training result of our project (See Figure 4.4).

Figure 4.4: training result
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4.5 Experimental results

After training our model we got a 98% accuracy and a 2% loss ratio. Note below the graphs

showing accuracy and loss ratio in terms of three different epochs 40,100 and 200.

As we see in Figure 4.5 when we used (epoch = 40), where accuracy (right) and loss (left)

graph for CNN models. The training process was early stopped because of no improvement

over a preset period of time.

Figure 4.5: Graphic curve showing accuracy and loss for training and testing

Figure 4.6: Graphic curve showing accuracy and loss for training and testing
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As we see in Figure 4.6. when we used (epoch=100), where accuracy (right) and loss (left)

there is an improvement curve for CNN models.

Figure 4.7: Graphic curve showing accuracy and loss for training and testing

As we see in Figure 4.7 when we used (epoch =200).

• The plot of training loss decreases to a point of stability, the plot of test loss decreases to

a point of stability.

• The plot of training accuracy growing to a point of stability, the plot of test accuracy

growing to a point of stability.

4.5.1 Role Of Epochs

One epoch is when an entire dataset is passed forward and backward through the neural

network only once. So, the one epoch leads to underfitting of the curve in the graph. However,

there is no right answer to this question. The answer is different for different datasets but you

can say that the numbers of epochs are related to how diverse your data. As the number of

epochs increases, more times the weight is changed in the neural network and the curve goes

from underfitting to optimal to overfitting curve.
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The test image holds the image that needs to be tested on the CNN. Once we have the

test image, we will prepare the image to be sent into the model by converting its resolution to

100× 100. Then we are using the predict method on our classifier object to get the prediction.

As the prediction will be in a binary form, we will be receiving either a 1 or 0, which will

represent a real face or a fake face respectively (See Figure 4.8, 4.9).

Now, we will do a test on our program, then we will take pictures on the database and the

internet, as well as personal photos to test it to make sure this result is accurate.

- First test:

Both images are out of the dataset to surly that these images are real and to effectively our

program.

Note: left image obtained on our files, right image it is for my supervisor.

Figure 4.8: Results for predicting first test

- Second test:

Both images are in of dataset to surly that this images are fake or real .

note: We obtained on the CASIA dataset
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Figure 4.9: Results for predicting second test

- Third test:

Since our program was not 100% accurate, a prediction error occurred. Instead of the result

is real, it was fake (left image), While the image on the right was real(see Figure 4.10).

Figure 4.10: Results for predicting third test
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4.6 Experimental results for real time

In our project that blends CNN and computer vision to uncover actual and fake faces in a

real-time environment. The frame of the image captured from the webcam is scrolled over a

pretrained model. Here are some of the results we got in distinguishing between real and fake

faces.

- First test:

After experimental, the prediction was correct (See Figure 4.11), as a distinction was made

between a real face and a fake face on the photo, were used two different sizes of high-quality

printed paper Using a kodak 7000 photo printer.

left image (size:10.5cm× 14.8cm), right image (size:14.8cm× 21.0cm).

Figure 4.11: Result for real time face detection 01

- Second test:

After experimental, the prediction was correct (See Figure 4.12), as a distinction was made

between a real face and a fake face the phone type of Samsung GALAXY A30 with character-

istics: Camera 16 Mpx, size( 7.4cm× 15.8cm).
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Figure 4.12: Result for real time face detection 02

4.7 Conclusion

In this chapter, we present our approach to detect facial spoofing. We provided a trial eval-
uation From CNNs proposed performance. Overall performance was obtained using a different
number of training and test images. CNN are achieving the best results so far. Using complex
architectures, accuracy is possible rates are around 98%. Despite this result, CNNs cannot func-
tion without negative impacts. For the future, we can use more different kinds of categories that
would be difficult for the computer to classify and compare more sophisticated classifiers.
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General Conclusion

In an increasingly digital world, and although face recognition has been investigated exten-

sively, spoofing attacks persist to be a security challenge for face biometric systems, biometric

spoofing is the ability to fool a biometric system into recognizing a fake user as a genuine user

by presenting printed photos or replaying recorded videos.

In our project, we provided a comprehensive study about the detection face anti-spoofing

technique and we analyzed in-depth about the technology used by using the methodology in face

anti-spoofing to make it more accurate, also we used CNN for feature extraction and classifier.

We did build CNN architecture for face anti-spoofing applications. i.e. a deep CNN architecture

that directly maps the raw input face images to the corresponding output classes. We achieved

that The higher the number of epochs, the more accurate the result using build CNN. We also

concluded that this study is still not able to obtain an accurate result due to hardware conditions

(laptop).So, there are still other challenges, especially with the use of the field of artificial

intelligence to make this technology more powerful and accurate than it is by developing new

algorithms and other tools.

For future developments, further analysis to build and create new databases for a more

inclusive and dynamic creation range should be carried out in the future, also other algorithms

more effective.
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[75] X. Zhao, Y. Lin, and J. Heikkilä, “Dynamic texture recognition using volume local binary
count patterns with an application to 2d face spoofing detection,” IEEE Transactions on

Multimedia, vol. 20, no. 3, pp. 552–566, 2017.

[76] J. Gan, S. Li, Y. Zhai, and C. Liu, “3d convolutional neural network based on face anti-
spoofing,” in 2017 2nd international conference on multimedia and image processing

(ICMIP). IEEE, 2017, pp. 1–5.

[77] Y. Tang, X. Wang, X. Jia, and L. Shen, “Fusing multiple deep features for face anti-
spoofing,” in Chinese Conference on Biometric Recognition. Springer, 2018, pp. 321–
330.

[78] X. Tu, H. Zhang, M. Xie, Y. Luo, Y. Zhang, and Z. Ma, “Enhance the motion cues for
face anti-spoofing using cnn-lstm architecture,” arXiv preprint arXiv:1901.05635, 2019.

[79] C. Nagpal and S. R. Dubey, “A performance evaluation of convolutional neural net-
works for face anti spoofing,” in 2019 International Joint Conference on Neural Net-

works (IJCNN). IEEE, 2019, pp. 1–8.

[80] Z. Zhang, J. Yan, S. Liu, Z. Lei, D. Yi, and S. Z. Li, “A face antispoofing database with
diverse attacks,” in 2012 5th IAPR international conference on Biometrics (ICB). IEEE,
2012, pp. 26–31.

62



63 General Introduction

[81] S. Thakre, A. Gupta, and S. Sharma, “Secure reliable multimodel biometric fingerprint
and face recognition,” 01 2017, pp. 1–4.

[82] A. Gangwar and A. Joshi, “Deepirisnet: Deep iris representation with applications in iris
recognition and cross-sensor iris recognition,” 09 2016.

[83] A. Chergui, S. Ouchtati, J. Sequeira, S. Bekhouche, F. Bougourzi, and A. Benlamoudi,
“Discriminant analysis for facial verification using color images,” in Proc. First Int. Conf.

Electr. Eng, 2018.

[84] A. Benlamoudi, D. Samai, A. Ouafi, S. E. Bekhouche, A. Taleb-Ahmed, and A. Hadid,
“Face spoofing detection using local binary patterns and fisher score,” in 2015 3rd Inter-

national Conference on Control, Engineering Information Technology (CEIT), Algerie,
Tlemcen, May 2015, pp. 1–5.

[85] A. Benlamoudi, D. Samai, A. Ouafi, S. Bekhouche, A. Taleb-Ahmed, and A. Hadid,
“Face spoofing detection using multi-level local phase quantization (ml-lpq),” in Proc.

of the First Int. Conf. on Automatic Control, Telecommunication and signals (ICATS15),
Algerie, Annaba, Nov 2015, pp. 1–5.

[86] A. Benlamoudi, F. Bougourzi, M. Zighem, S. Bekhouche, A. Ouafi, and A. Taleb-
Ahmed, “Face anti-spoofing combining mllbp and mlbsif,” in 10ème Conférence sur
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