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Abstract

The multi-label image classification (MLC) is the process that aims to firstly learn
from training set of images, where each one can belong to multiple classes and so after
be able to predict more than one class label simultaneously for a new tested image. This
process suffers from several problems such as overlapping meaning that may contain
image labels. In this thesis, we present a Deep Semi-supervised multi-label image
classification method that compose modules: CAE module and ResNet module . The
first module consist of a CAE model that is used to extract the features of images. The
second one, is a ResNet is used to classify the extracted features.The proposed model
has been trained on public benchmark dataset and it achieves better results compared
to state of the art.
Keywords: MLC, CAE, ResNet, deep semi-supervised. deep learning.
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Résumé

Classification d’images multi-label (MLC) est le processus qui vise d’abord à ap-
prendre à partir d’un ensemble d’images d’apprentissage, où chacune peut appartenir
à plusieurs classes et ainsi pouvoir prédire plus d’une étiquette de classe simultanément
pour une nouvelle image testée. Ce processus souffre de plusieurs problèmes tels que le
chevauchement de sens qui peut contenir des étiquettes d’image. Dans cette thèse, nous
présentons une méthode de classification d’images multi-labels Deep Semi-supervisée
qui compose des modules : module CAE et module ResNet. Le premier module con-
siste en un modèle CAE qui est utilisé pour extraire les caractéristiques des images. Le
second, est un ResNet est utilisé pour classer les caractéristiques extraites. Le modèle
proposé a a été formé sur un ensemble de données de référence public et il obtient de
meilleurs résultats par rapport à l’état de l’art.
mot-clé: MLC, CAE, ResNet, profond semi-supervisé., l’apprentissage profond.
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Chapter 1

General Introduction

1.1 Introduction

The classification is process , that aims to categorize data into one or more predefined
classes (labels). The image classification is a process, which is basing on the visual
content of images(data). The image classification can be categorized into two categories
which are single-label classification and multi-label classification. multi-label image
Classification(MLC) is the process to determinate several properties of the content of
the image[1].

Nowadays, we tend to notice that multi-label classification strategies are progres-
sively needed by modern applications, such as protein function classification[2], music
categorization [3] and semantic scene classification.[4] A several solutions have been pro-
posed .In wide variety of literature works[5], which be classified into two categories[6]:

• Problem transformation methods[7]: such that the MLC problem is simplified(divided)
to sub classification(singel-label classification).

• Algorithm adaptation methods[7]: this explicit methods, it adapt the algorithms
to do the MLC directly.For example, ML-DT[23], Rank-SVM [24], and CML
[25]; this techniques(algorithms) used only labeled data which is limited and it
expensive to label data.

The multi-label classification is more complex than the single-label. That due, it
should assign more than one label per one example of input data. This thesis focuses on
deep semi-supervised multi-label classification applied on images as a data. There are
many applications where assigning multiple classes to an image is necessary according
to its complexity. So, classify such image into one class (category) is not effective. This
is what the multi-label classification came to solve it.

2



1.2 Problematic

So far, multi-label image classification is considered as a challenge. All this is due to the
complexity of images and labels information and the overlapping meaning(Image tags
can overlap in the meanings [1]). Thus, the emergence of this domain, many works,
solutions, and methods have been proposed to solve this problem, and each was not
feasible enough, especially with the lack of labeled data and it is expensive to label
the data. So far, MLC has become as a challenging issue. This last one is a difficult
task, especially since each image has several annotations: Is there a model using deep
learning that could solve this problems?

1.3 Motivation

Therefore, a semi-supervised learning needed indeed, despite the huge amount of works
on multi-label image classification, there is still a required effort that must be done to
consider the very important aspect of the overlapping meaning within the classification
task and to eliminates the lack of labeled data. This motivate us to explore this aspect
to look for a MLC solution considering semi-supervised learning.

1.4 Thesis structure

In addition to what we proposed in the current chapter on a general introduction, this
thesis has been organized as it follows:

• In chapter 2, we start by presenting the image classification: its definition, cate-
gories especially the Multi-label classification. After that, we present the different
machine learning families. Then, we will focus on semi-supervised learning: its
formal definition, its main challenges, assumptions behind these challenges and
application domain.

Finally, we give a brief passage on deep learning architectures and important
terminology that we use along our work.

• In chapter 3, we present related works on multi -label image classification .

• In chapter 4, we propose our solution for multi-label image classification with the
experiments.

• General conclusion and perspective work.

3



Chapter2

Image Classification, Semi-supervised
learning and Deep learning
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Chapter 2

Image Classification, Semi-supervised
learning and Deep learning

2.1 Introduction

The Multi-label image classification is one of Machine Learning techniques (tasks),
used to classify data( image) into more then one categories, under the goal of facilitate
the study of a large number of data. Multi-label image classification represent a big
challenge in computer vision applications. Therefore, it is required in several applica-
tions of computer science under different fields in the world. This is why this task use
the deep learning according to the achievements in this field .
In our thesis we focus on (MLC). However, after presenting the (MLC), we give the
principle of deep learning and some of deep neural networks.

Figure 2.1: Explanation of the Multi-Label image classification[9].
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2.2 Image Classification

2.2.1 Definition

A classification task is to assign an input data Xi from a data set D, that is represented
by a d dimensional feature vector from Rd, to a set of k known classes (categories)[10].
Y = {y1, y2, · · · , yN} [11]. In other words, the learning algorithm is asked to produce
a function f : Rd −→ 2y that maps any given input Xi to its corresponding classes.
Examples on classification algorithms: Neural Networks, Support Vector Machine, K
Nearest Neighbours, Naıve Bayse... etc.

2.2.2 Image classification categories

Image classification is a predictive topic, it aims to learn a pattern in generally la-
beled images to predict the label or class of a new image. Classification attributes are
divided into two subsets. The first contains the input characteristics and forecast vari-
ables. The second subset contains the output attributes and the class of each instance.
Thus, depending on the nature of the outputs of the second subset, different types of
classification can be identified.[12] We can define two important categories of image
classification which cover all varieties of image classification problems [13]. However,
these categories are not limited to images, but can have any form of input data.

Single-Label classification:

In this category, the input data have one label in the output. This category is divided
into two sub categories:

1. Binary-label classification:

This category aims to assign a given input xi ∈ D to its associated label yi
∈ Y where ‖Y ‖ = 2. In other word, classify an input to only one output where
the output space consists of two values Yes or No (1 or 0) [14]. For example
(Figure2.2), the output value of the cat image is 1 (positive value), while the
output value of the dog image is 0 (negative value), for the same classifier.

2. Multi-class classification:

Multi-class classification can be seen as a generalization of binary classification.
Just as binary classification involves predicting whether the image is from one of
two classes (positive or negative). (Figure2.3(a)), the input image in multi-class
classification can be categorized exactly into one label from a certain predefined
label set (Figure2.3(b)) [13]. Therefore, the output of the classification is a vector
with one positive value (corresponding to the image label), and zeros otherwise.

6



Figure 2.2: Simple example of binary image classification[15].

Figure 2.3: Graphic representation of machine learning classification task (binary clas-
sification and multi-class classification)[16].
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Multi-Label classification (MLC):

Multi-Label category is greater complex. The enter data (and for us the enter image)
can concurrently related to a couple of class[13].This category aims to categorise an
input xi to its associated classes Y ′

i ⊂ Y , where ‖Y ‖ > 2 and ‖Y ′
i ‖ ≥ 1. In other

words, classify an input to at least one class (one or more classes) relying on recognizing
patterns in an input [14].

We will present with more details the Multi-label image classification in the coming
section.

Figure 2.4: Single label image classification and multi-label image classification.

We also mention other types of classification :

• Multidimensional Classification: Works within-side the equal manner of
multi-label classification, the enter date may be related to a couple of label si-
multaneously. Except that the output vector isn’t confined to binary values, it
carries any values shape a predefined set [17].

• Multiple Instance Learning: It’s a learning paradigm to represent each ex-
ample by groups of input data (instances) that he called bags. The output tag
belongs to the bag instead of an instance [17].

The table below presents the different kinds of classification :

8



Classification kind Output type Number of output
Binary Binary 1 per instance
Multi-class Multi-valued 1 per instance
Multi-label Binary n per instance
Multi-dimensional Multi-valued n per instance
Multi-instance Binary /

Multi-valued
1 per instance

Table 2.1: Classification types attending to the output to be predicted [17].

2.3 Multi-label Image Classification

2.3.1 Definition

Multi-label classification (MLC) of images is a task that aims to recognize the different
objects or labels in images. It is more complicated than the single label classification,
because it focuses on discovering more than one label per image. [18] The multi-label
classifier return a vector of output values, unlike the single label classifier which return
one value [19].

Figure 2.5: The difference between single label and multi-label image classification.
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Formal definition [19] [45]

The MLC task consists to learn a function H : x −→ 2q

• x = Rd is the d-dimensional visual feature space of images.

• • Y = {y1, y2, · · · , yN} is the label space with q possible class labels.

• An image I has two feature vectors:

1. d-dimensional visual vector xi ∈ X/xi = {xi1, xi2, · · · , xid}.
2. The output label vector Yi ⊆Y.

• To learn the function H we use a training setD = (xi, , Yi)i ∈ [1,m] of m labeled
images.

• For each instance x of X , the multi-label classifier predicts H(x) ⊆ Y as the set
of proper labels for x.

2.3.2 Applications domains

• Movie Genre Detection from a Movie Poster

(K.Kundalia et al.,2020) used the movies posters as input images to predict
the movie genres. Also, they created a large dataset on this subject. [21]

• Genetics/Biology : example, analyzing protein properties and gene expression.

• Medical image analysis to diagnose multiple diseases in the same organ of the
human body. For example:

(Chen.H et al.,2019), proposed a deep Hierarchical Multi-Label Classification
(HMLC) to facilitate the Computer-Aided Diagnosis (CAD) for the Chest X- rays
(CXRs). [22]

• Social media domain example:

Recently, (Lui.L et al., 2020) developed a multi-label convolutional neural
net- work model (BrandImageNet), to predict perceptual brands in the consumers
images on social media. [23]

2.4 Semi-supervised learning

As our work derives from this family of machine learning, we devote this section to
present semi-supervised learning in more detail. Before introducing semi-supervised
learning, let us give the principle of each category of learning, in order to distinguish
them. The separation between these three categories of approaches is based on the
data set they experience during training.

10



Figure 2.6: Some of machine learning approaches relying on training dataset in the
top Supervised learning, in the middle unsupervised learning and in the bottom semi-
supervised learning

Supervised learning uses a labeled data set to train a machine learning model. The
term supervised comes from the supervision of the training data labels, which will act
as a teacher in the training phase [11] [46].

In supervised learning, a training data set D is denoted:

D = {(x1, y1), (x2, y2), · · · , (xn, yn)}

• Where xi is the input data and yi is its corresponding label.

The advantage of using labeled data is that it oversees the model to train precisely
on the desired goals (point of view), forcing it to find the exact model that corre-
lates between the input data and the labels. In other words, the labels will provide
feedback during model training to improve accuracy. In the case of classification, the
input (tagged) data provides tag information to the classification algorithm to find the
decision boundary that separates the classes.

The algorithm learns to associate an input with its corresponding output [11]. In
other words, the algorithm constructs a function f that maps input x to its correspond-
ing output y. The function f is built based on the examples of the training sets, the
purpose of the function f is to correctly predict the output of new data (input).

11



Unsupervised learning uses an unlabeled data set to train a machine learning
model [11]. On the other hand, unsupervised learning allows the model to extract
features from unlabeled data, however, since the dataset is unlabeled, there is no
supervision in the d phase. ’learning, that is, there is no right answer (no class or
target), therefore, a model cannot perform some machine learning tasks that require
tagged data.

In unsupervised learning, a training data set D is denoted:

D = D = {x1, x2, · · · , xn}
Where xi is the input data.

2.4.1 Definition:

For a dataset D noted:D = {Dl ∪ Du} D = {(x1, y1), (x2, y2), · · · , (xn, yn)} and D =
{x1, x2, · · · , xm}

Where(xi, yi) are sampled from a unknown joint distribution p(x, y) And xjsampled
from unknown distribution p(x).

SSL aims to produce a function f(x) that predicts a correct label y. Semi-supervised
learning leverages a hybrid data set of a small amount of tagged data and a large
amount of unlabeled data to train a model. The term semi-supervised learning arose
from the combination of supervised learning data (labeled data) and unsupervised
learning (unlabeled data).

Semi-supervised learning assumes that unlabeled data can provide additional infor-
mation that helps the learning algorithm find a good decision boundary with only a
few labeled data.

2.4.2 Semi-supervised learning main challenge

The most obvious challenge in semi-supervised learning is how to enable a model to
learn from both the unlabeled part Du and the labeled part Dl of a dataset D, thus ex-
tending the SSL approach to the extreme scenario where ‖DL‖ « ‖DU‖. In other words,
how to use the unlabeled part of a given dataset to train a machine learning model to
better generalize and overcome other learning approaches using semi-supervised learn-
ing [23].

2.4.3 Semi-supervised learning assumptions

Semi-supervised learning is based on the use of the following three assumptions to
overcome the challenge of using unlabeled data.
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1. Smoothness assumption: if two data points x1, x2 close to each other in the
input space then they have the same label y.

2. Low density assumption: The low-density assumption implies that the deci-
sion boundary of a classifier should preferably pass through low-density regions
in the input space.

3. Manifold assumption: The manifold assumption states that the input space
is composed of multiple lower-dimensional manifolds on which all data points lie.
the data points lying on the same manifold should have the same label.

Figure 2.7: Graphic representation of Semi-supervised learning assumptions, (a) repre-
sent that the decesion boundry pass through low density regions, and the data points
closed to each other belongs to the same class. (b) shows that datapoints that lies in
the same manifold belongs to the same [24]

2.4.4 Semi-supervised learning applications

Semi-supervised learning enables machine learning models to learn from labeled and
unlabeled data. In addition, it regularizes a supervised model to be better generalized
using unlabeled data with labeled data that was once available. SSL provides many
applications in several areas such as:

• Email and Thread Summarization.
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• Spam Filtering.

• Emails auto-answering.

• Biological Sequences(genetics and genomics).

• Computer vision.

• Natural language processing.

In our thesis, we chose the image classification of the computer vision field as an
example to implement our semi-supervised learning model; which we demonstrated in
the previous section.

2.5 Deep Neural Networks

Deep Learning (DL) [24] is a form of machine learning that enables computers to learn
from experience and understand the world in terms of a hierarchy of concepts. DL
contains computational models and algorithms that mimic the architecture of biological
neural networks in the brain.

’Deep ’[24] is a technical term and refers to the number of layers in an ANN. In
our study we focus on two type of deep learning architectures: Convectional Auto
Encoder(CAE) and Residual neural network(ResNet).

2.5.1 Residual neural network(ResNet)

Residual Network ( ResNet) was suggested by (He, Kaiming, et al. 2015) at Microsoft
Research. This new architecture is a residual learning framework to facilitate the
training of deeper networks. Its architecture is inspired by VGG-19, but this network
uses 34 layers with additional random access connections and this makes it a remainder
network. In addition, residual networks are easier to optimize. [25]. The way this
network works is that residual learning is used for every couple of stacked layers (called
blocks). In this block it uses ”Random Access Connections” (Figure2.6) skip a number
of levels to skip a level is detrimental to performance [25].It achaived the ImageNet
Large Scale Visual Recognition Contest for Image Classification [26] in 2015 and shows
its performance in image classification compared to other CNNs.

Mostly to solve a complex problem, we are stacking some extra layers in deep neural
networks, resulting in improved accuracy and performance. The training of very deep
networks was made easier by the introduction of ResNet or residual networks and these
Resnets consist of residual blocks. As presented in (Figure2.7)
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Figure 2.8: ResNet architecture[25].

:

Figure 2.9: The architecture of a building block in ResNet[25].

2.5.2 Auto-Encoders

Auto encoders(AE) are multi-layers neural networks , and the key aspect of an auto
encoder is that the input layers contain as much information as the output layer. The
reason that an automatic encoder aims to replicate the input data and makes a copy of
the data after analyzing and reconstructing it without supervision. Variations on the

15



classic auto-encoder architecture exist. There is variations on the classic auto encoder
architecture such as Convolutional autoncoder(CAE).

2.5.3 Convolutional AutoEncoder(CAE)

CAEs are a type of Convolutional Neural Networks (CNN): the main difference between
the common interpretation of CNN and CAE is that the former are consistently trained
to learn filters and combine features to classify their inputs. When, the CAEs are
trained only to learn filters that are capable of extracting features that can be used to
reconstruct the input.

CAEs are the next generation tools for unsupervised convolution filter learning.
Once these filters are learned, they can be applied to any input in CAEs. Due to their
convolutional nature, high-dimensional images with realistic size scale well because
the number of parameters required to create an activation map is always the same
regardless of the size of the input.

CAE are general-purpose feature extractors. CAE are the next generation tools for
unsupervised convolution filter learning. Once these filters are learned, they can be ap-
plied to any input to extract res features. These functions can then be used to perform
any task that requires a compact representation of the input, such as classification.[?]

Figure 2.10: Convolution Auto Encoder architecture[27].

2.6 Conclusion

In this chapter, we have presented the context required for our work: the deep semi-
supervised multi-label image classification. So we started by explaining what image
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classification is, its categories and focus on classifying multi-label images compared
to other image classification families. Then, we distinguished what semi-supervised
learning is versus the other learning techniques, its formal definition, its assumptions
and its challenges. Finally, we presented the famous DNN architectures used for SSL
and image classification with their specific and important terminological definition that
we will use throughout our work.
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Chapter 3

Multi-label image classification
methods: State of the art

3.1 Introduction

To solve MLC problems, an explosive number of methods is presented in the liter-
ature. In the following section we take a look to the methods. Also, we will present
from the state of art according to each method. They are considered as tow methods
used to solve multi-label image classification problems. In the following sections we will
explain briefly this two categories of these methods, which are shown in the (Figure3.1)
:

Figure 3.1: Multi-Label image classification methods[39].

19



3.2 Problem transformation methods

Problem transformation methods assign the MLC task or the multi-label problem into
one or more single-label classification tasks or single-label problems. One way of doing
this is by training a separate classifiers, one for each label. Then the results are
transformed into multi-label predictions. Under this category it exists a huge number
of methods that can be divided into three sub categories[37][38]:

Figure 3.2: Problem transformation methods[39].

3.2.1 Binary relevance methods

Binary Relevance is a simple and efficient approach commonly used in real-world
multi-label learning applications. It depends on dividing the multi-label classification
problems into a binary classification problems, where it deal with each label as a
separate binary classification.

20



3.2.2 Label Powerset methods

it consists to learn one classifier for each pair of classes, thus increasing the overall
number of classifiers to train to k(k-1)/2 (from k labels).[37] The Pruned Sets
(PSt) method illustrate this with a novel classification chain method that can model
label correlations while maintaining acceptable computational complexity. An exten-
sive empirical evaluation covers a wide range of multi-label data sets with different
evaluation metrics.the chaining method versus related and cutting edge methods, both
in terms of predictive performance and time complexity

3.2.3 Ensembles of problem transformation methods

This category of problem transformation methods includes all methods that use
ensemble techniques such as stacking, bagging, random sub spacing, or use various
transformations of the data sets, such as: Embedding. (Yeh, Mei-Chen, and Yi-
Nan Li. 2019), extended the visual-semantic embedding model presented in[41] to
solve multi-label image classification. they proposed a new visual recognition model.
The model consisted of a CNN framework and word embedding model as shown in
(Figure3.6). The model learns a mapping (a transformation matrix) from an image
instead of a latent visual vector, and use the image transformation matrix A to map
words from an embedding word space W into a new space W’, where the relevant labels
to an image are near to each other. [42]

Figure 3.3: Visual-Semantic model for image MLC[41].
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3.3 Algorithm Adaptation Methods

This category consists to adapt the existing algorithms of binary or multi-class classi-
fication to directly perform the multi-label classification, like :

Figure 3.4: Algorithm Adaptation Methods[40].

• BP-MLL is an extension of the popular backpropagation algorithm for multi-
label learning. It is a method based on neural networks. The most important
change is the introduction of a new error function that takes multiple variables
into account. [45], where Ei is the network error at (xi, Yi) and cij is the actual
network output at xi on the jth label. Differentiation is the aggregation of the
tag sets in these examples.

• It is a classification approach to multi-label learning based on SVM. It is used
to minimize the loss of classification. The main function they use is the average
proportion of misordered label pairs [45].

• Fangfang Luo and his team[32] applied Kernel extreme machine learning to
MLC problem (ML-KELM) to network’s real-value outputs to binary multi-label.
Where identified the K nearest neighbors in the training set for each unseen in-
stance. After that, based on statistical information gained from the label sets
given before. the label set for the unseen instance determine by the maximum a
posterior (MAP) principle.

• It is an adaptation of the well-known C4.5 algorithm to process data from mul-
tiple labels. The process is achieved by allowing multiple labels on the leaves of
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Predictive Clustering Trees (PCT) [36], which are decision trees that view the
data as a hierarchy of clusters. This method uses a standard TDITD algorithm
for tree induction [44].

• It will improve the prediction of the existing PS process discussed earlier. This
method employs a method of pruned sets in a sentence frame and uses a voting
scheme to generate the prediction confidences. It provides a powerful and general
framework. The EPS training algorithm can be used with any multi-label capable
classifier [38].combines the PS method into an assembly diagram. PS is especially
suitable for a set due to its fast construction times. In addition, it counteracts
over fitting effects of the trimming process and allows new sets of labels to be
created at the time of classification. the PS method increases the predictive
performance of the algorithm [35], [39].

3.4 Conclusion

In this chapter we presented the methods with some recent literature works for multi
label image classification . To well distinguish between them, we categorized them into
two categories. This classification depend on the manner to solve the MLC problem:
Problem transformation methods or Algorithm Adaptation Methods. Therefore, we
mentioned a various recent solutions according to each categories. In our work we
are interesting by exploring the category of methods that deeply and model the MLC
in semi-supervised sittings. For that reason , we will propose a deep semi-supervised
MLC(DSS-MLC).

23



Chapter 4

Deep Semi-Supervised Multi-Label image
Classification

24



Chapter 4

Deep Semi-Supervised Multi-Label
image Classification

4.1 Introduction

In this chapter we will present the DSS-MLC model implementation in details. Then,
we’ll define the characteristics of the devices applied in the experiment. Then the
definition of the dataset that we have experimented with.Finally, we will present the
training detail of the model.

4.2 Initialization

Our objective is to use the CAE and ResNet for multi-label image Classification for
semi-supervised setting. We use a CAE and a ResNet to achieve the goal. Next, we
describe in details the architecture and the training of the DSS-MLC model.

4.2.1 ResNet:

We implement ResNet 50 [40] in this work . In general, any visual model (AlexNet
[41], VGGNet [42], or other deep neural networks) ; by virtue of its modular architec-
ture, it belong to the model family called “Network in Network”. This network is a
set of micro-architecture or processing blocks. This set makes it possible to obtain the
macro-architecture (that is to say the final network itself). To capture the variability of
the dataset while avoiding exploding resource consumption, the Inception architecture
relies on the use of the following processing blocks:
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Figure 4.1: inception module with dimension reduction [47].

To reduce the consumption of resources involved in using multiple filters, a math-
ematical trick is used to reduce the size of the image analyzed by the 3 * 3 and 5 * 5
filters, by adding a 1 * 1 filtering step. before. In this way, the 1 * 1 size convolution
performs a pooling operation on the values of a pixel in the image dimension space.
For example if the input image has 3 channels (RGB), then after 1 * 1 convolution, the
output image will have 1 channel. The reduction of dimension makes it possible to pre-
serve the information, while reducing the cost of resources during the next convolution
step with a filter of size 3 * 3.[47]

4.2.2 CAE

The extractor part of the DSS-MLC. We adopted a CAE[43] as an unsupervised, which
created then pre-trained on the same dataset used in the training of the ResNet, with
the loss function(MSELoss).we use the same optimizer and the learning rate value used
with the CNN model.
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Figure 4.2: A proposed Residual neural network (ResNet50) architecture.

4.3 Extraction of Features

After the training of the CAE, we extract the features from the dataset using the CAE
as map features. We extract the features from the encoder of the CAE. Then, we ignore
the decoder part.

27



Figure 4.3: (a) training CAE, (b) extracting features without decoder [19].

4.4 The Training the DSS-model

As mentioned before, the DSS-MLC composed of an features extractor represented by
the encoder part . The latter work map the features from the unlabeled data. And
the classifier of the DSS-MLC is the prediction part of the pre-trained ResNet thus,
present in the sub section before.
After extracting the features by the CAE and the discard the decoder part; we ignore
the second convolutional layers of the encoder to mapping the features, without any
operation of transformation happen to the features. Finally, the output of the encoder
will be as a input to the ResNet classifier. Which is updated on multi label classification
sitting.

Figure 4.4: DSS-MLC model: briefly explanation.
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4.4.1 Dataset ” MNIST”

The MNIST database (Modified National Institute of Standards and Technology database)
is a large database of handwritten digits that is commonly used for training various
image processing systems.[48] this datset has a training set of 60000 training examples,
and 10000 test examples

Figure 4.5: some pictures from MNIST data set[48].

4.5 Conclusion

In this chapter, we present our DSS-MLC model and the experiments on this model and
result given by each part. Where we specify the settings for the experiment(Development
tools, dataset, and Evaluation protocol). Finally, present the training of our model on
the data set.
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General conclusion

Through research on machine learning and deep learning, the image classification
is one of machine learning tasks, that aims to categorize images into one or more
predefined classes (labels). Multi-label image classification is considering as an impor-
tant and challenging task. The main idea behind multi-label image classification is to
classifier images, where assign for each image more than one class.

Multi-Label images is considered a difficult task due to the complexity of the images
and the overlapping on the tags meaning; and the lack of labeled data . To simplify
the challenge, a large number of literature papers consider complete independence
between labels as a hypothesis within the given solutions. For that, other literature
solutions that classified into two big categories. The first category solve the problem in
indirect way by simplify the problem into sub single-label problem.The second category
is a direct method by applying or modifying algorithms to solve the problem. The
presented solution of multi-label image classification is a semi-supervised Multi-label
image classification. The principal idea behind this solution is to develop a semi-
supervised model using to different models training on different sitting.

This classifier consisted on two models, a CAE as features extractor and ResNet as
a classifier of this features.

As difficulties, the studied field is wide and contain a huge number of different
works. However, we tried to cover a number of some important works. The main
difficult and problem we found it is in implementation, and exactly in customizing of
machine learning functions to emulate it with our problem. As perspectives of our
work:

• Firstly, we hope to complete the implementation of the presented solution to
show the given results for multi-label image classification .

• Improve the presented solution to be robust against noisy labels (false labels in
the training images).

• Applying the MLC solutions for other domain as the Medicine.
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