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Abbreviations

IDE Integral Differential Equations.

FIDEs Fractional Integro-Differential Equations.

RL Riemann-Liouville definition.

FDEs Fractional Differential Equations.

ADM The Adomian Decomposition Method.

MADM The Modified version of ADM.

IVP Initial Value Problem.
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Symbols

N The set of natural numbers.

Z The set of integer numbers.

R The set of real numbers.

C The set of complex numbers.

Re(z) A real part of a complex number z.

Γ(z) The Euler’s gamma function.

β(z, w) The Beta function.

I α
0+ The RL fractional integration of order α > 0.

cDα
0+ The Caputo derivation of order α > 0.

K (x, t) Separable kernel.
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Historical Introduction

The term fractional calculus is more then 300 years old.

The fractional differential equations are a generalization of differential equations

through the application of fractional calculus and is considered part of mathematical

analysis because it deals with applications of integration and differentiation in the case of

elective ranks. This field is concerned with generalizing the derivative of the function of

any derivative of an incorrect rank, and this field (fractional differentiation) is useful for

us in finding the derivative number half, 0.6, 0.8...etc.

The subject is as old as the calculus of differentiation and goes back to times when

Leibniz, Gauss, and Newton invented this kind of calculation. The origins of this trend

began in the seventeenth century when Newton and Leibniz laid the foundations of

calculus, Leibniz developed the famous symbol

dny

dxn

to denote the decimal derivative of the function f (Dαf), so Leibniz sent a letter to Lubital

informing him of this new symbol, but Lubital responded to the letter with a simple

question: "What if n = 1/2?" The letter was written in 1695 and is today considered the

first reason for the appearance of the fractional derivative.

The mathematician "Leuvel" began to investigate and research the subject and issued

a series of research in the period 1832-1837, where he knew the first operator of fractional

integration (I αf), and after "Riemann" entered this topic and developed it, what is known

today as the definition of "Riemann-Liouville fractional operator" followed, unprecedented
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CONTENTS

interest and great development of this field [4] .
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Mathematical Introduction

The brief historical has shown that fractional derivatives many problems in various fields

can be successfully formulated, including fractional boundary value problems, by means

of fractional differential equations, such as theoretical physics, science Biology, viscosity,

electrochemistry and other physical processes...

In the last decade, the fractional differential equation has gained momentum It drew

the attention of mathematicians, physicists and engineers [2], [3].

Since, exact methods of solving differential equations are considered difficult research,

we use approximation methods.

This master thesis is composed of three chapters:

The first chapter, we recall some basic concepts in fractional calculus, their properties

and special functions.

In the second chapter, we present the Adomian decomposition method with its modification

and apply it to the problem in a general case.

In the third chapter, we pose the problem, after that we provide numerical examples of

fractional differential equations, and we compare the exact solution with the approximate

solution, will be realized by graphical representations.
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Chapter 1

An overiew of fractional calculus and

IDE

1.1 Special Function of the Fractional Calculus

Here we recall the definition of gamma and beta functions attached to their calculation

properties:

1.1.1 Euler’s Gamma Function:

It is a complexed function and a special function, it is an extension of the factor function

in the set of complex numbers (except for some points).

Definition 1.1 For z ∈ C where Re(z) > 0,the gamma function is given by the following

relation:

Γ(z) =

∫ +∞

0

tz−1e−tdt.

Example 1: Let’s Calculate Γ(1) and Γ(1
2
):

1▷

Γ(1) =

∫ +∞

0

e−tdt = 1.

10



CHAPTER 1. AN OVERIEW OF FRACTIONAL CALCULUS AND IDE

2▷

Γ

(
1

2

)
=

∫ +∞

0

t−
1
2 e−tdt,

let’s put t = x2, dt = 2t
1
2dx. So

Γ

(
1

2

)
= 2

∫ +∞

0

e−x2

dx,

to calculate this integral, let’s put;

k =

∫ +∞

0

e−x2

dx,

let’s take;

k2 =

∫ +∞

0

e−y2dy

∫ +∈fty

0

e−x2

dx,

=

∫ +∞

0

∫ +∞

0

e−(x2+y2)dxdy.

The calculation is simpler to perform than we perform the polar coordinates

k2 =

∫ 1
2

0

∫ +∞

0

re(−r2)drdθ,

=
π

4
,

k =

√
π

2
.

So;

Γ

(
1

2

)
=

√
π.

Properties([5])

1▷ The important property of the gamma function is the following regressive relationship:

Γ(z + 1) = zΓ(z) ∀z ̸= 0.

11
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2▷ For every natural number n:

Γ(n+
1

2
) =

(2n)!
√
π

4n × n!

3▷ Γ(0+) = +∞.

4▷ Γ(n+ 1) = (n!).

5▷ The gamma function has no simple poles for points: z=0,-1,-2,-3,.....

Proof:

1▷ Representations Γ(z + 1) by Euler’s integral and let’s integrate in parts

Γ(z − 1) =

∫ +∞

0

tze−tdt = [−tze−t]+∞
0 + z

∫ +∞

0

tz−1e−tdt = zΓ(z).

Hence the so-called recurrence relation.

2▷ We demonstrate the formula Γ(n+ 1
2
) = (2n)!

√
π

4n×n!
, by recurrence for n ∈ N

For n = 0, we have Γ(0 + 1
2
) =

√
π.

Suppose that the formula is verified for (n − 1) and consider n. That is to say that

Γ
(
(n− 1) + 1

2

)
= (2(n−1))!

√
π

4(n−1)(n−1)!
, is verified. So:

Γ

(
n+

1

2

)
=

(
n− 1

2

)
Γ

(
n− 1

2

)
=

(
n− 1

2

)
(2(n− 1))!

√
π

4(n−1)(n− 1)!

=

(
2n− 1

2

)
(2n− 2)!

√
π

4(n−1)(n− 1)!

=
2n

2n
(
2n− 1

2
)
(2n− 2)!

√
π

4(n−1)(n− 1)!

Γ

(
n+

1

2

)
=

(2n)!
√
π

4n × n!

So the formula is verified for n.
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3▷ From property (1) we find:

Γ(z) =
Γ(z + 1)

z
,

lim
z→0+

Γ(z) = lim
z→0+

Γ(z + 1)

z
,

lim
z→0+

Γ(z) = +∞.

4▷ It is enough to apply (1) for z=n.

Γ(n+ 1) =

∫ +∞

0

tne−tdt,

let’s integrate by part n times, we get;

Γ(n+ 1) = n(n− 1)(n− 2)...1,

Γ(n+ 1) = n!.

• The Gamma function graph:

13



CHAPTER 1. AN OVERIEW OF FRACTIONAL CALCULUS AND IDE

1.1.2 Beta function

Definition([6]):

For each (u, v) ∈ C × C Where Re(u) > 0; Re(v) < 0 The beta function is defined as

follows:

B(u, v) =

∫ 1

0

tu−1(1− t)v−1dt.

Example 2:

B(2, 3) =

∫ 1

0

x(1− x)2dx

=

∫ 1

0

x(1− 2x+ x2)dx

=

∫ 1

0

(x− 2x2 + x3)dx

=
x2

2
− 2x3

3
+

x4

4
|10

=
1

2
− 2

3
+

1

4

B(2, 3) =
1

12
.

Properties:

For all (u, v) ∈ C× C Where Re(u) > 0;Re(v) < 0 We have:

1▷ B(u, v) = B(v, u)

2▷ B(u, v + 1) = u
v
B(u+ 1, v)

3▷ B(u+ 1, v) = u
u+v

B(u, v)

4▷ B(u, n+ 1) = n
u(u+1)(u+2)....(u+n)

, n ∈ (N)

14



CHAPTER 1. AN OVERIEW OF FRACTIONAL CALCULUS AND IDE

The relationship of the beta function to the gamma function:

Theorem 1.1 The relationship between the gamma function and the beta function is

given by:

B(u, v) =
Γ(u)Γ(v)

Γ(u+ v)
, ∀u, v > 0.

Proof: Let H = [0,+∞[×[0,+∞[,

we have;

Γ(u)Γ(v) =

∫ +∞

0

e(−x)xu−1dx

∫ +∞

0

e(−y)yv−1dy,

=

∫ +∞

0

∫ +∞

0

e−(x+y)xu−1yv−1dxdy;

We put; y = p− x; dy = dp,

Γ(u)Γ(v) =

∫ +∞

0

∫ p

0

e−pxu−1(p− x)v−1dxdp,

=

∫ +∞

0

e(−p)

∫ p

0

xu−1(p− x)v−1dxdp;

We put; x = tp; dx = pdt,

Γ(u)Γ(v) =

∫ +∞

0

e(−p)

∫ 1

0

tu−1pu−1(1− t)v−1pvdtdp;

=

∫ +∞

0

e(−p)pu+v−1dp

∫ 1

0

tu−1(1− t)v−1dt;

Γ(u)Γ(v) = Γ(u+ v)B(u, v).

Therefore:

B(u, v) =
Γ(u)Γ(v)

Γ(u+ v)
.

Example 3: We calculate B
(
1
2
, 1
2

)
and B(2, 3):

1▷

B

(
1

2
,
1

2

)
=

Γ(1
2
)Γ(1

2
)

Γ(1)
= π.
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CHAPTER 1. AN OVERIEW OF FRACTIONAL CALCULUS AND IDE

2▷

B(2, 3) =
Γ(2)Γ(3)

Γ(2 + 3)
=

1!2!

4!
=

1

12
.

Integrals can be found using the beta and gamma functions:

Theorem 1.2

1▷ Let 0 < a < 1. Then,

∫ ∞

0

xa−1

1 + x
dx = Γ(a)Γ(1− a) =

π

sinπa
,

it is also possible to find an alternative representation, due to Gauss, for the Gamma

function.

2▷ We can also take the integral form

∫ π
2

0

sin2u−1θcos2v−1θdθ =
1

2
B(u, v),

by the change of variable t = sin2θ.

1.2 Derivation and fractional integration

We indicated earlier that fractional derivatives deal with integration and derivation.

In this section we have given some definitions about integrals and fractional derivatives

of [8], with a slight change.

1.2.1 Fractional Integrals

Iterated Integrals([7, 10])

Integrating n times gives the fundamental formula:

(I n
a +f)(x) =

∫ x

a

∫ x1

a

...

∫ xn−1

a

f(xn)dxn...dx2dx1 =
1

(n− 1)!

∫ x

a

(x− y)n−1f(y)dy

16



CHAPTER 1. AN OVERIEW OF FRACTIONAL CALCULUS AND IDE

where a < x < b and n ∈ N.

Proof: Let’s integrate the function f, where f : (0,∞) → R:

(I 1
0+f)(x) =

∫ x

0

f(y)dy

We integrate for the second time:

(I 2
0+f)(x) =

∫ x

0

(∫ t

0

f(y)dy

)
dt

Using Fubini’s theorem, we obtain:

(I 2
0+f)(x) =

∫ x

0

(x− y)f(y)dy

We conclude,

(I n
0+f)(x) =

∫ x

0

(x− y)n−1

(n− 1)!
f(y)dy =

1

(n− 1)!

∫ x

a

(x− y)n−1f(y)dy

Riemann-Liouville Fractional Integrals:

Definition 1.2 ([1]) The Riemann-Liouville fractional inegal of order α > 0 of a function

f : (0,∞) → R is given by

I α
0+f(t) =

1

Γ(α)

∫ t

0

(t− s)α−1f(s)ds

This integration has a finite value.

Example 4: Consider the function f(x) = xβ, we calculate the Riemann-Liouville

fractional integral;

I α
x x

β =
1

Γ(α)

∫ x

0+
(x− t)α−1tβdt

17
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To evaluate this integral, we put the change t = xz, then dt = xdz, hence;

I α
x x

β =
xα+β

Γ(α)

∫ 1

0

zβ(1− z)α−1dz,

=
xα+β

Γ(α)
B(β + 1, α),

After the use of the relation of theorem (1.1) we have;

I α
x x

β =
Γ(β + 1)

Γ(β + α + 1)
xα+β.

Basic Properties of RL Fractional Integrals:

Fractional integrals obey the following semigroup property:

I α
0+I β

0+ϕ(x) = I β
0+I α

0+ϕ(x) = I α+β
0+ ϕ(x).

Proof: Proves it follows directly from the definition :

I α
0+I β

0+ϕ(x) =
1

Γ(α)

∫ x

0+
(x− y)α−1I β

0+ϕ(y)dy,

=
1

Γ(α)Γ(β)

∫ x

0+
(x− y)α−1

∫ y

0+
(y − t)β−1ϕ(t)dtdy,

According to Fubini’s theorem we have:

I α
0+I β

0+ϕ(x) =
1

Γ(α)Γ(β)

∫ x

0+
ϕ(t)dt

∫ y

0+
(x− y)α−1(y − t)β−1dy,

by the change of variable;

y = t+ (x− t)s, 0 ≤ s ≤ 1.

So;

dy = (x− t)ds,

18
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we get;

I α
0+I β

0+ϕ(x) =
1

Γ(α)Γ(β)

∫ x

0+
(x− t)α+β−1ϕ(t)dt

∫ 1

0

(1− s)α−1sβ−1ds,

=
B(α, β)

Γ(α)Γ(β)

∫ x

0+
(x− t)α+β−1ϕ(t)dt,

=
1

Γ(α)Γ(β)

∫ x

0+
(x− t)α+β−1ϕ(t)dt,

I α
0+I β

0+ϕ(x) = I α+β
0+ ϕ(x).

Is valid in following case: β > 0, α, β > 0, ϕ ∈ L1(0,∞). Hence the result.

1.2.2 Fractional Derivatives

The notation for fractional derivatives is not standardized [8].Leibniz and Euler used

dα, Riemann wrote ∂α
x , Liouville preferred dα/dxα, Grunwald used dαf/dxα

x=a or Dα[f ]x=a,

Marchaud wrote D (α)
a , and Hardy-Littlewood used an index fα. Modern authors also use

I −α,I −α
x ,a Dα

x , d
α/dxα,a Dα

x , d
α/d(x− a)α instead of Dα

a+.

Fractional derivatives are defined using integrals and are therefore nonlocal operators.

Fractional time derivatives contain information about the function at earlier time points

and thus have memory effects. Due to their nonlocal properties, fractional derivatives can

be used to construct simple material models and unification principles.

They have important applications in astrophysics, economics, fusion plasmas, mechanics,

and viscoelasticity [9].

Here, we review the following well-known definitions for more details [10, 11, 12].

Riemann-Liouville Fractional Derivative:

There are several definitions of fractional derivatives, including the Riemann-Liouville

derivative, in this part we present the most commonly used definition of it("On the right

side").

Definition 1.3 Let f be an integrable function over the interval [0,+∞[, the derivative

of non-integer order α (with m < α < m+ 1, m ̸= 0) in the sense of Riemann -Liouville

19



CHAPTER 1. AN OVERIEW OF FRACTIONAL CALCULUS AND IDE

defined by:
RDα

0+f(x) =
dm

dxm
[I m−α

0+ f(x)],

so;
RDα

0+f(x) =
1

Γ(m− α)

dm

dxm

∫ x

0

(x− t)m−α−1f(t)dt,

where m = [α] + 1.

In particular, if α = 0 we have:

RDα
0+f(x) = f(x).

Moreover if 0 < α < 1, then m = 1, hence;

RDα
0+f(x) =

1

Γ(1− α)

dm

dxm

∫ x

0

(x− t)−αf(t)dt.

Example 5: We calculate f(x) = t0.5 with α = 0.5: ("In another way")

RD0.5
0+ t

0.5 =
Γ(1.5)

Γ(1)
= Γ(1.5).

• The non-integer derivative of a constant function in the sense of RL:

RDα
0+C =

C

Γ(1− α)
x−α, C ̸= 0.

Caputo Fractional Derivative

Definition 1.4 ([1]) The Caputo fractional derivative of order α > 0 of a continuous

function f : (0,∞) → R is given by

CDα
0+f(t) =

1

Γ(m− α)

∫ t

0

(t− s)m−α−1f(s)(m)ds,

when m < α ≤ m+ 1, provided that the right-hand side is pointwise defined on (0,∞)

20



CHAPTER 1. AN OVERIEW OF FRACTIONAL CALCULUS AND IDE

Remark 1.1 The main advantage of the Caputo approximation is that the initial conditions

for the fractional derivative in the Caputo concept of fractional differential equations take

the same form as in differential equations of integer rank.

Lemma 1.1 ([1]) The fractional differential equation

CDα
0+y(t) = 0,

has solution y(t) = c0 + c1t + ... + cmt
m+1, ci ∈ R, i = 0, 1, 2, ...,m + 1,m = [α] + 1

Furthermore, for y ∈ Cm[0, 1],

(I α
0+

CDα
0+y)(t) = y(t)−

n−1∑
k=0

y(k)(0)

k!
tk, m < α ≤ m+ 1.(see[13])

and

(CDα
0+I α

0+y)(t) = y(t).

The relationship between the fractional derivative of Caputo and the fractional

derivative in the concept of Riemann-Liouville:

Theorem:([13])

1-Let be f ∈ Cn([a, b]) and α > 0 where n ∈ N∗, n− 1 ≤ α < n. The derivatives RDα
a f(a)

and CDα
a f(a) exist, so we find the relationship between the Riemann-Liouville effect and

the Caputo Effect is given by:

CDα
a f(a) =

R Dα
a f(a)−

n−1∑
k=0

(t− k)k−α

Γ(k + 1− α)
f (k)(a)

2-If it is 0 < α < 1 we get:

R
a Dα

t f(a) =
C
a Dα

t (f(t)− f(a)).
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3-We conclude if it is f (k)(a) = 0 in order to k = 0, 1, 2, ..., n− 1 we find that

CDα
a f(a) =

RDα
a f(a)

4-If f is continuous on the domain [a,b], then[34]:

C
a Dα

t (
R
a I α

t )f(t) = f(t)

and
R
a I α

t (
C
a Dα

t f(t)) = f(t)−
n−1∑
k=1

fk(a)(t− a)k

k!
.

Note:

From the relation we notice that the derivation in the sense of Caputo of a function f

is a fractional derivation of remainder in the Tylor development of f .

22



Chapter 2

Modified Adomian decomposition

method

Introduction

Having previously learned about differential and integral equations with fractional ranks,

we predicted that it would be very difficult or impossible to find an accurate solution.

Therefore, we will need approximate solutions by applying numerical methods, including

the Adomian decomposition method [14, 15, 16, 17, 18, 19], to obtain an approximate

solution to the initial value problem.

In [20, 21, 22], the authors applied the Adomian decomposition method to solve

some nonlinear fractional differential problems. Momani used an algorithm based on

Adomian decomposition technique to obtain an approximate solution of linear and nonlinear

multi-order FDEs, see[23].In[24], Rach, Wazwaz and Duan present a modified version of

ADM to solve a class of some higher-order nonlinear differential equations.

The ADM method and its modified versions do not require the calculation of Geen’s

functions, which are very difficult to determine them in several situations. Many advantages

of the ADM method compared to other methods. For exemple, in[25], Rach demonstrated

the advantages of the ADM method over the iterated Picard method. Other advantages of

the ADM method over the variational iteration method have been established by Wazwaz

23



CHAPTER 2. MODIFIED ADOMIAN DECOMPOSITION METHOD

and Rach in[26].

2.1 Adomian Decomposition Method

The Adomian decomposition method (ADM) was introduced and developed by George

Adomian and is well addressed in many references. A considerable amount of research

work has been invested recently in applying tins method to a wide class of linear and

nonlinear ordinary differential equations, partial differential equations and integral equations

as well.

The Adomian decomposition method is similar to the Picards successive approximation

method .

In the decomposition method , we usually express the solution v(x) of the integral

equation.

v(x) = b+

∫ x

0

N (x,v)dx (2.1)

It consists of decomposing the unknown function v(x)of any equations into a sum of an

infinite number of components defined by the decomposition series

v(x) =
∞∑
n=0

vn(x) (2.2)

or equivalently

v(x) = v0(x) + v1(x) + v2(x) + .... (2.3)

Substituting the decomposition equation (2.2) into both sides of equation (2.1). we

get:

∞∑
n=0

vn(x) = b+

∫ x

0

N

(
x,

∞∑
n=0

vn(x)

)
dx (2.4)
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The components of the unknown function v(x) are completely determined in a recurrence

manner if we set:

v0(x) = b;

v1(x) =

∫ x

a

N (x,v0)dx;

v2(x) =

∫ x

a

N (x,v1)dx;

v3(x) =

∫ x

a

N (x,v2)dx;

2.1.1 Presentation and analysis of Adomian Decomposition Method

To give a clear overview of ADM, we consider a differential equation

F (v(x)) = ϕ(x) (2.5)

where F represents a general nonlinear ordinary or partial differential operator including.

Thus the equation may be written as

L v + Rv + N v = ϕ (2.6)

Where

• L denotes an invertible operator.

• R represents the linear operator.

• N stands the nonlinear terms.

• ϕ is a given mappin so that L −1(ϕ) exists.
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we obtain:

L v = ϕ− Rv − N v. (2.7)

with L −1, we have:

v = δ + L −1(ϕ)− L −1(Rv)− L −1(N v). (2.8)

Where δ can be calculated from the introduced the decomposition method represents the

solution v(x) as a series of this form:

v(x) =
∞∑
n=0

vn(x) (2.9)

The nonlinear term N v is decomposed as

N v(x) =
∞∑
n=0

An, (2.10)

we get,

∞∑
n=0

vn(x) = δ + L −1ϕ− L −1Rv − L −1

∞∑
n=0

Anv, (2.11)

with, δ is the constant of integration satisfies the condition L δ = 0, where;

δ =



v(0), ifL = d
dx
,

v(0) + xv′(0), ifL = d2

dx2 ,

v(0) + xv′(0) + x2

2!
v′′(0), ifL = d3

dx3 ,

... ...

v(0) + xv′(0) + x2

2!
v′′(0) + ...+ xn

n!
v(n)(0), ifL = dn+1

dxn+1 .
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therefore, 

v0 = δ + L −1ϕ(x),

v1 = −L −1Rv0 − L −1A0,

v2 = −L −1Rv1 − L −1A1,

...

vn+1 = −L −1Rvn − L −1An, n ⩾ 0

where An are the Adomian polynomials generated for each non linearity so that A0

depends only on v0, A1 depends only on v0 and v1, A2 depends only on v0, v1, v2 and

etc....

The Adomian polynomials are obtained from the formula

An =
1

n!

dn

dλn

[
N

(
∞∑
k=0

vkλ
k

)]
λ=0

, n = 0, 1, 2... (2.12)

To find the An by Adomian general formula, these polynomials will be computed as

follows:

A0 = N (v0)

A1 = N (v0)v1 =
d
dλ

N (v0 + λv1)|λ=0,

A2 = N ′(v0)v2 +
1
2!
N ′′(v0)v

2
1 = 1

2!
d2

dλ2N (v0 + λv1 + λ2v2)|λ=0,

...

Example 1: The Adomian polynomial of f(v) = v4 are:

A0 = v40;

A1 = 4v30v1;

A2 = 4v30v2 + 6v20v
2
1,

...

for more exemple see [27, 28].
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• The Adomian decomposition series is a computationally advantageous rearrangement

of the "Banach− space" analog of Taylor expansion series about the initial solution

component function, which permits solution by recursion.

Finally, the Adomian recursion scheme is given by


v0 = δ + L −1ϕ(x),

vn+1 = −L −1(Rvn(x) + An), n ⩾ 0

Example 2: ("ADM for partial differential equation") Consider the initial value

problem of nonlinear partial differential equation,

vxx +
1

4
v2t = v(x, t), v(0, t) = 1 + t2, vx(0, t) = 1.

We first rewrite the last equation in an operator from as

Lxv = v − 1

4
v2t

where Lx is a second order partial differential operator. Operating with L−1
x both

sides of the last partial differential equation and using the initial conditions gives

v = 1 + t2 + x+ L−1
x v − 1

4
L−1
x v2t .

Applying (2.9) and (2.10), we have;

∞∑
n=0

vn(x, t) = 1 + t2 + x+ L−1
x (

∞∑
n=0

vn(x, t))−
1

4
L−1
x (

∞∑
n=0

An(x, t))

Recursively we determine v0, v1, v2, to obtain;

v0(x, t) = 1 + t2 + x,

vn+1(x, t) = L−1
x vn(x, t)−

1

4
L−1
x An, n ≥ 0,
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where An are the Adomian polynomials. The first few polynomials for the nonlinear

quadratic term v2t are given by

A0 = v20t,

A1 = 2v0tv1t,

A2 = 2v0tv2t + v21t,

...

Consequently, the first three terms of the solution v(x, t) are given by;

v0(x, t) = 1 + t2 + x,

v1(x, t) = L−1
x v0 − 1

4
L−1
x A0 = L−1

x (1 + x) = x2

2!
+ x3

3!
,

v2(x, t) = L−1
x v1 − 1

4
L−1
x A1 = L−1

x (x
2

2!
+ x3

3!
) = x4

4!
+ x5

5!
,

...

thus, the infinite solution in a series form is given by;

v(x, t) = t2 + (1 + x+
x2

2!
+

x3

3!
+

x4

4!
+

x5

5!
+ ...).

The exact solution of our initial value problem which is given by;

v(x, t) = t2 + ex.

• It should be noted that ADM may experience difficulties in some cases, and this is

what prompted us to think about a modification to improve the results.

2.2 Modified of composition method (MADM)

The modified decomosition method was introducted by Wazwaz[31], denoted by Ān.

Several studies such as Rach[29],zhu[28], Wazwaz[30], Duan[32], [33] have been proposed

to modifiy the regular Adomian polynomials An, a rapidly converging applroximate to

the solution v.
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2.2.1 Application of the modifided version of ADM

In the following, we will examine some special cases of our initial value problem, in

order to study the general case.

First case:

For m = 1, the system is written as follows:



CDα
0+υ(x) +

1∑
i=0

λiv
i(x) + µf(υ(x), υ′(x))

+
∫ b

a
K (x, t)υ(t)dt = ϕ(x), x ∈ [0, 1],

υ(0) = d0, υ
′(0) = d1 1 < α ≤ 2.

(2.13)

i.e, 

CDα
0+υ(x) + λ0v(x) + λ1v

′(x) + µf(υ(x), υ′(x))

+ϑ(x)
∫ b

a
φ(t)υ(t)dt = ϕ(x), x ∈ [0, 1],

υ(0) = d0, υ
′(0) = d1 1 < α ≤ 2.

(2.14)

or by another equivalent expression:

L v(x) = ϕ(x)− Rv(x)− N v(x)

Where,

L v(x) = CDα
0+υ(x),

Rv(x) = λ0v(x) + λ1v
′(x) + ϑ(x)

∫ b

a
ϕ(t)v(t)dt,

N v(x) = µf(υ(x), υ′(x)).

Now, by taking the inverse operator L −1 = I α
0+ of the two members the first equation
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in (2.14), we obtain:

v(x)− (d0 + d1x) = I α
0+ϕ(x)−I α

0+(λ0v(x) + λ1v
′(x) + ϑ(x)

∫ b

a

ϕ(t)v(t)dt−N v(x)).

(2.15)

Using the properties of fractional integrals and derivatives, we get:

I α
0+v

′(x) = I α
0+D1

0+v(x) = I α−1
0+ (I 1

0+D1
0+v(x)) = I α−1

0+ (v(x)− v(0)).

Then, by substituting in (2.15), it follows that:

v(x) = d0+d1x+I α
0+ϕ(x)−

λ0

Γ(α)

∫ x

0

(x−s)α−1v(s)ds− λ1

Γ(α− 1)

∫ x

0

(x−s)α−2(v(s)−d0)ds

− µ

Γ(α)

∫ x

0

(x−s)α−1f(v(s), v′(s))ds− 1

Γ(α)

∫ x

0

(x−s)α−1ϑ(s)ds

∫ b

a

φ(t)v(t)dt.

(2.16)

Introducing (2.9) and (2.10) in (2.16), we find:

∞∑
n=0

vn(x) = d0 + d1x+ I α
0+ϕ(x)−

λ0

Γ(α)

∫ x

0

(x− s)α−1

∞∑
n=0

vn(s)ds

− λ1

Γ(α− 1)

∫ x

0

(x−s)α−2(
∞∑
n=0

vn(s)−d0)ds−
1

Γ(α)

∫ x

0

(x−s)α−1

∞∑
n=0

An(s)ds

− 1

Γ(α)

∫ x

0

(x− s)α−1ϑ(s)ds

∫ b

a

φ(t)
∞∑
n=0

vn(t)dt. (2.17)

From the equality (2.17), we obtain the following algorithm:

v0(x) = d0 + I α
0+ϕ(x),

v1(x) = d1x,

vn+2(x) = − λ0

Γ(α)

∫ x

0
(x− s)α−1vn(s)ds− λ1

Γ(α−1)

∫ x

0
(x− s)α−2vn+1(s)ds

− 1
Γ(α)

∫ x

0
(x− s)α−1An(s)ds− 1

Γ(α)

∫ x

0
(x− s)α−1ϑ(s)ds

∫ b

a
φ(t)vn(t)dt.
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Therefore, the solution v∗(x) can be approximated by:

Θm =
m∑

n=0

vn(x),

consequently,

v∗(x) = lim
m→∞

Θm =
m∑

n=0

vn(x).

Second case:

In this case we take m = 2, in other words, we are interested by the following initial

value problem:



CDα
0+υ(x) +

2∑
i=0

λiv
i(x) + µf(υ(x), υ′(x), v′′(x))

+
∫ b

a
K (x, t)υ(t)dt = ϕ(x), x ∈ [0, 1],

υ(0) = d0, υ
′(0) = d1, v

′′(0) = d2, 2 < α ≤ 3.

(2.18)

Which is equivalent to,



CDα
0+υ(x) + λ0v(x) + λ1v

′(x) + λ2v
′′(x) + µf(υ(x), υ′(x), v′′(x))

+ϑ(x)
∫ b

a
φ(t)υ(t)dt = ϕ(x), x ∈ [0, 1],

υ(0) = d0, υ
′(0) = d1, v

′′(0) = d2, 2 < α ≤ 3.

(2.19)

or by another way:

L v(x) = ϕ(x)− Rv(x)− N v(x)

With,

L v(x) =C Dα
0+υ(x),

Rv(x) = λ0v(x) + λ1v
′(x) + λ2v

′′(x) + ϑ(x)
∫ b

a
ϕ(t)v(t)dt,

N v(x) = µf(υ(x), υ′(x), v′′(x)).
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By taking I α
0+ in the two members of the first equation in (2.19), we find:

v(x)−(d0+d1x+
d2
2!
x2) = I α

0+ϕ(x)−I α
0+(λ0v(x)+λ1v

′(x)+λ2v
′′(x)+ϑ(x)

∫ b

a

φ(t)v(t)dt)

− I α
0+(N v(x)),

Which means that:

v(x) = d0 + d1x+
d2
2!
x2 + I α

0+ϕ(x)−
λ0

Γ(α)

∫ x

0

(x− s)α−1v(s)ds

− λ1

Γ(α− 1)

∫ x

0

(x− s)α−2(v(s)− d0)ds

− λ2

Γ(α− 2)

∫ x

0

(x− s)α−3(v(s)− d0 − d1s)ds

− µ

Γ(α)

∫ x

0

(x− s)α−1f(v(s), v′(s), v′′(s))ds

− 1

Γ(α)

∫ x

0

(x− s)α−1ϑ(s)ds

∫ b

a

φ(t)v(t)dt. (2.20)

By exploiting (2.9), we can write:

∞∑
n=0

vn(x) = d0 + d1x+
d2
2!
x2 + I α

0+ϕ(x)−
λ0

Γ(α)

∫ x

0

(x− s)α−1

∞∑
n=0

vn(s)ds

− λ1

Γ(α− 1)

∫ x

0

(x− s)α−2(
∞∑
n=0

vn(s)− d0)ds

− λ2

Γ(α− 2)

∫ x

0

(x− s)α−3(
∞∑
n=0

vn(s)− d0 − d1s)ds

− µ

Γ(α)

∫ x

0

(x− s)α−1f(v(s), v′(s), v′′(s))ds

− 1

Γ(α)

∫ x

0

(x− s)α−1ϑ(s)ds

∫ b

a

φ(t)
∞∑
n=0

vn(t)dt. (2.21)

From the equality (2.21), we obtain the following algorithm:

v0(x) = d0 + I α
0+ϕ(x),

v1(x) = d1x,

v2(x) =
d2
2!
x2,
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vn+3(x) = − λ0

Γ(α)

∫ x

0
(x− s)α−1vn(s)ds− λ1

Γ(α−1)

∫ x

0
(x− s)α−2vn+1(s)ds

− λ2

Γ(α−2)

∫ x

0
(x− s)α−3vn+2(s)ds− 1

Γ(α)

∫ x

0
(x− s)α−1An(s)ds

− 1
Γ(α)

∫ x

0
(x− s)α−1ϑ(s)ds

∫ b

a
φ(t)vn(t)dt.

Then,the solution v∗(x) is approximated by:

Θm =
m∑

n=0

vn(x),

consequently,

v∗(x) = lim
m→∞

Θm =
m∑

n=0

vn(x).

Third case:

Now, we will study the case m = 3, so, our problem is written in the form:



CDα
0+υ(x) +

3∑
i=0

λiv
i(x) + µf(υ(x), υ′(x), v′′(x), v(3)(x))

+
∫ b

a
K (x, t)υ(t)dt = ϕ(x), x ∈ [0, 1],

υ(0) = d0, υ
′(0) = d1, v

′′(0) = d2, v
(3)(0) = d3, 3 < α ≤ 4.

(2.22)

Otherwise written,



CDα
0+υ(x) + λ0v(x) + λ1v

′(x) + λ2v
′′(x) + λ3v

(3)(x) + µf(υ(x), υ′(x), v′′(x), v(3)(x))

+
∫ b

a
K (x, t)υ(t)dt = ϕ(x), x ∈ [0, 1],

υ(0) = d0, υ
′(0) = d1, v

′′(0) = d2, v
(3)(0) = d3, 3 < α ≤ 4.

(2.23)

Which can also be written:

L v(x) = ϕ(x)− Rv(x)− N v(x)

34



CHAPTER 2. MODIFIED ADOMIAN DECOMPOSITION METHOD

Where,

L v(x) = CDα
0+υ(x),

Rv(x) = λ0v(x) + λ1v
′(x) + λ2v

′′(x) + λ3v
(3)(x) + ϑ(x)

∫ b

a
ϕ(t)v(t)dt,

N v(x) = µf(υ(x), υ′(x), v′′(x), v(3)(x)).

If we apply the operator I α
0+ to both sides of (2.23), we obtain:

v(x)− (d0+d1x+
d2
2!
x2+

d3
3!
x3) = I α

0+ϕ(x)−I α
0+(λ0v(x)+λ1v

′(x)+λ2v
′′(x)+λ3v

(3)(x)

+ ϑ(x)

∫ b

a

ϕ(t)v(t)dt)− I α
0+(N v(x)),

i.e;

v(x) = d0 + d1x+
d2
2!
x2 +

d3
3!
x3 + I α

0+ϕ(x)−
λ0

Γ(α)

∫ x

0

(x− s)α−1v(s)ds

− λ1

Γ(α− 1)

∫ x

0

(x−s)α−2(v(s)−d0)ds−
λ2

Γ(α− 2)

∫ x

0

(x−s)α−3(v(s)−d0−d1s)ds

− λ3

Γ(α− 3)

∫ x

0

(x−s)α−4(v(s)−d0−d1s−
d2
2!
s2)ds− µ

Γ(α)

∫ x

0

(x−s)α−1f(v(s), v′(s), v′′(s), v(3)(s))ds

− 1

Γ(α)

∫ x

0

(x− s)α−1ϑ(s)ds

∫ b

a

φ(t)v(t)dt. (2.24)

By exploiting (2.9), we find:

∞∑
n=0

vn(x) = d0 + d1x+
d2
2!
x2 +

d3
3!
x3) + I α

0+ϕ(x)−
λ0

Γ(α)

∫ x

0

(x− s)α−1

∞∑
n=0

vn(s)ds

− λ1

Γ(α− 1)

∫ x

0

(x− s)α−2(
∞∑
n=0

vn(s)− d0)ds

− λ2

Γ(α− 2)

∫ x

0

(x− s)α−3(
∞∑
n=0

vn(s)− d0 − d1s)ds

− λ3

Γ(α− 3)

∫ x

0

(x− s)α−4(
∞∑
n=0

vn(s)ds− d0 − d1s−
d2
2!
s2)ds

− µ

Γ(α)

∫ x

0

(x− s)α−1f(v(s), v′(s), v′′(s), v(3)(s))ds

− 1

Γ(α)

∫ x

0

(x− s)α−1ϑ(s)ds

∫ b

a

φ(t)
∞∑
n=0

vn(t)dt. (2.25)
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By identification, it follows that:

v0(x) = d0 + I α
0+ϕ(x),

v1(x) = d1x,

v2(x) =
d2
2!
x2,

v3(x) =
d3
3!
x3,

vn+4(x) = − λ0

Γ(α)

∫ x

0
(x− s)α−1vn(s)ds− λ1

Γ(α−1)

∫ x

0
(x− s)α−2vn+1(s)ds

− λ2

Γ(α−2)

∫ x

0
(x− s)α−3vn+2(s)ds− λ3

Γ(α−3)

∫ x

0
(x− s)α−4vn+3(s)ds

− 1
Γ(α)

∫ x

0
(x− s)α−1An(s)ds

− 1
Γ(α)

∫ x

0
(x− s)α−1ϑ(s)ds

∫ b

a
φ(t)vn(t)dt.

Consequently, we find the approximation of the solution v∗(x) as:

Θm =
m∑

n=0

vn(x),

consequently,

v∗(x) = lim
m→∞

Θm =
m∑

n=0

vn(x).

General case:

Now, we examine the general case where, m represents a positive integer satisfying

m ≥ 1 and m < α ≤ m+ 1. In other words, we are interested in the following problem:



CDα
0+υ(x) + λ0v(x) +

m∑
i=1

λiv
i(x) + µf(υ(x), υ′(x), v′′(x), ..., v(m)(x))

+
∫ b

a
K (x, t)υ(t)dt = ϕ(x), x ∈ [0, 1],

υ(0) = d0, υ
′(0) = d1, ..., v

(m)(0) = dm, m < α ≤ m+ 1.

(2.26)
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By the same argument used in last three special cases, we get:

v(x) =
m∑
k=0

dk
k!
xk + I α

0+ϕ(x)−
λ0

Γ(α)

∫ x

0

(x− s)α−1v(s)ds

−
m∑
k=1

λk

Γ(α− k)

∫ x

0

(x− s)α−k−1(v(s)−
m−1∑
j=0

dj
j!
sj)ds

− µ

Γ(α)

∫ x

0

(x− s)α−1f(v(s), v′(s), v′′(s), ..., v(m)(s))ds

− 1

Γ(α)

∫ x

0

(x− s)α−1ϑ(s)ds

∫ b

a

φ(t)v(t)dt. (2.27)

Consequently, the following general Adomian recursion scheme holds:

v0(x) = d0 + I α
0+ϕ(x),

v1(x) = d1x,

v2(x) =
d2
2!
x2,

v3(x) =
d3
3!
x3,

... = ...

vm(x) =
dm
m!
xm,

vn+m+1(x) = − λ0

Γ(α)

∫ x

0
(x− s)α−1vn(s)ds−

∑m
i=1

λi

Γ(α−i)

∫ x

0
(x− s)α−i−1vn+i(s)ds

− 1
Γ(α)

∫ x

0
(x− s)α−1An(s)ds− 1

Γ(α)

∫ x

0
(x− s)α−1ϑ(s)ds

∫ b

a
φ(t)vn(t)dt.

Therefore, the solution v∗(x) can be approximated by:

Θm =
m∑

n=0

vn(x),

consequently,

v∗(x) = lim
m→∞

Θm =
m∑

n=0

vn(x).
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2.3 Comparison of ADM and MADM

The difference between them is the following:

1)ADM:

Divides the FDEs into simple parts and applies numerical approximations to each

part to transform from the fractional equation into a series of ordinary equations.

2)MADM

It is aimed at increasing the accuracy in calculating fractional differential equations

by making adjustments to the algorithm. By modifying and improving the parts of ADM.

It works to achieve better stability of the solution to avoid traditional ADM problems.

Example 3:
dv

dx
= v2, v(0) = 1.

In an operator form write;

Lv = v2.

Applying L−1 to both sides yield;

v = v(0) + L−1v2,

v = 1− L−1

∞∑
n=0

An.

Using the original An,

A0 = v20,

A1 = 2v0v1,

A2 = v21 + 2v0v2,

A3 = 2v1v2 + 2v0v3,

A4 = v22 + 2v1v3 + 2v0v4,
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A5 = 2v2v3 + 2v1v4 + 2v0v3,

...

if we use the Ān, we have;

Ā0 = v20,

Ā1 = 2v0v1,

Ā2 = v21 + 2v0v2,

Ā3 = v22 + 2v1v2 + 2v0v3,

Ā4 = v33 + 2v0v4 + 2v1v3 + 2v2v3,

Ā5 = v44 + 2v0v5 + 2v1v4 + 2v2v4 + 2v3v4,

...

2.3.1 Note

We note a difference from the original An, beginning with Ā3 which appears in the

fourth term of the decomposition. The regular polynomials An have generally been used

because they are simply generated, The convergence of the Ān is slightly faster than for

the An since the two are identical until Ā3.

• The ADM can be modified differently to fit equations under certain conditions.

• Research continues to develop and improve MADM and apply it to new cases.

Various techniques are being explored to modify ADM and improve its performance

and accuracy in calculating differential equations.
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Chapter 3

Approximating a class of FIDEs

problem with IVP using a MADM

In this chapter we conclude with some examples and their graphical representations with

which we compare the approximate solution and the exact solution.

3.1 Problem

We have the following problem:



CDα
0+υ(x) +

m∑
i=0

λiv
(i)(x) + µf(υ(x), υ′(x), . . . , υ(m)(x))

+
∫ b

a
K (x, t)υ(t)dt = ϕ(x), x ∈ [0, 1],

υ(0) = d0, υ
′(0) = d1, ..., υ

(m)(0) = dm.

(3.1)

Where:

• m ≥ 1,m < α ≤ m+ 1.

• a, b, µ, λi, di (i = 0, 1, 2, ...,m) are constant real numbers.

• f : Rn+1 → R is a continuous function.

• CDα
0+ stands the Caputo fractional derivative of order α.
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• K(x,t) is a separable kernel which can be denoted as a finite sum of the form:

K (x, t) =
m∑
j=0

ϑj(x)φj(x). (3.2)

Without losing generality, we analyze the kernel K(x,t) in the following from:

K (x, t) = ϑ(x)φ(t). (3.3)

Finally, ϕ is a given function that will be defined later.

3.2 Some illuminate examples

Now, we choose examples by a simple computations and we plot the approximate solutions

obtained via modified Adomian decomposition method (ADM).

See FiGURE 1-FiGURE 6.

Example 1 :

Here, we are interested by this IVP:


v′′(x) + v(x) + v′(x) + x

∫ 1

0
tv(t)dt = 1− e−x − (1

2
− 2

e
)x,

v(0) = 0, v′(0) = 1.

(3.4)

Here, we have:

m = 1, α = 2, λ0 = λ1 = 1, K (x, t) = xt, µ = 0, a = 0, b = 1, d0 = 0, d1 = 1,

ϕ(x) = 1− e−x − (1
2
− 2

e
)x.

The exact solution of this IVP is: v(x) = 1− e−x.
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By using the recursion scheme of our modified decomposition method, we get

v0(x) = I 2
0+ϕ(x),

v1(x) = x,

vn+2(x) = −
∫ x

0
(x− s)vn(s)ds−

∫ x

0
vn+1(s)ds−

∫ x

0
(x− s)sds

∫ 1

0
tvn(t)dt.

Figure 3.1: The exact solution compared to its approximate solutions for α = 2.

Example 2:

Here, we are interested by the following structure:


CD

9
5

0+v(x)− v(x) + 1
2
v′(x) + x

∫ 1

0
tv(t)dt = ϕ(x),

v(0) = −1, v′(0) = 0.

(3.5)

In this structure,we have:

m = 1, α = 9
5
, λ0 = −1, λ1 =

1
2
, K (x, t) = xt, µ = 0, a = 0, b = 1,

d0 = −1, d1 = 0, ϕ(x) = 12
Γ(2.2)

x1.2 + 2
Γ(1.2)

x0.2 − 2x3 + 2x2 + 23
20
x+ 1.

The exact solution is: v(x) = 2x3 + x2 − 1.
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By using the recursion scheme of our modified decomposition method, we get:

v0(x) = −1 + I
9
5

0+ϕ(x),

v1(x) = 0,

vn+2(x) =
1

Γ(1.8)

∫ x

0
(x− s)0.8vn(s)ds+

1
2Γ(0.8)

∫ x

0
(x− s)−0.2vn+1(s)ds

− 1
Γ(1.8)

∫ x

0
(x− s)0.8sds

∫ 1

0
tvn(t)dt.

Figure 3.2: The exact solution compared to its approximate solutions for α = 9
5
.

Example 3:

Here, we are interested by the following IVP:


v′′′(x) + v′(x) + v′2(x) + v2(x) + sin x

∫ π
2

0
v(t) cos tdt = 2 + π−2

4
sin x,

v(0) = 1; v′(0) = −1; v′′(0) = −1.

(3.6)

In this situation, we have:

m = 2, α = 3, λ0 = 0, λ1 = 1, λ2 = 0, K (x, t) = sin x cos t, µ = 1, a = 0, b = π
2
,

d0 = 1, d1 = −1, f(v(x), v′(x), v′′(x)) = v′2(x) + v2(x), ϕ(x) = 2 + π−2
4

sin x.

The exact solution is: v(x) = cos x− sin x.
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Then, by exploiting the recursion scheme of modified decomposition method, we obtain:

v0(x) = −1 + I 3
0+ϕ(x),

v1(x) = −x,

v2(x) = −1
2
x2,

vn+3(x) = −
∫ x

0
(x− s)vn+2(s)ds+

1
2

∫ x

0
(x− s)2An(s)ds

− 1
2

∫ x

0
(x− s)2 sin sds

∫ π
2

0
vn(t) cos tdt.

Figure 3.3: The exact solution compared to its approximate solutions for α = 3.

Examle 4:

We consider the following nonlinear IVP:


CD

14
5

0+v(x)− 2v′(x) + sin (v′′(x)) + ex
∫ 1

0
tv(x)dt = ϕ(x),

v(0) = 1, v′(0) = 0, v′′(0) = 0.

(3.7)

In this structure, we have:

m = 2, α = 14
5
, λ0 = 0, λ1 = −2, λ2 = 0, K (x, t) = tex, µ = 1, a = 0, b = 1,

d0 = 1, d1 = 0, d2 = 0, f(v(x), v′(x), v′′(x)) = sin(v′′(x)),

ϕ(x) = − 1
Γ(1.2)

x0.2 + 7
15
ex + x2 − sin x.

The exact solution is: v(x) = −1
6
x3 + 1.
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Then, by exploiting the recursion scheme of modified decomposition method gives us:

v0(x) = −1 + I
14
5

0+ ϕ(x),

v1(x) = 0,

v2(x) = 0,

vn+3(x) = − 2
Γ(2.8)

∫ x

0
(x− s)1.8vn(s)ds+

1
Γ(1.8)

∫ x

0
(x− s)0.8vn+1(s)ds

+ 1
Γ(0.8)

∫ x

0
(x− s)−0.2vn+2(s)ds− 1

Γ(2.8)

∫ x

0
(x− s)1.8An(s)ds

− 1
Γ(2.8)

∫ x

0
(x− s)1.8esds

∫ 1

0
tvn(t)dt.

Figure 3.4: The exact solution compared to its approximate solutions for α = 14
5
.

Example 5:

Here, we study the following IVP:


v(4)(x) + 6e−4v(x) + x

∫ 1

0
(1 + t)v(x)tdt = (2 ln 2− 3

4
)x,

v(0) = 0, v′(0) = 1, v′′(0) = −1, v′′′(0) = 2.

(3.8)

Here, the exact solution is v(x) = ln(1 + x).

In addition, we have:

λ0 = λ1 = λ2 = λ3 = 0, µ = 6, K (x, t) = x(1 + t), a = 0, b = 1,

f(v(x), v′(x), v′′(x), v′′′(x)) = e−4v(x), ϕ(x) = (2ln2− 3
4
)x.

45



CHAPTER 3. APPROXIMATING A CLASS OF FIDES PROBLEM
WITH IVP USING A MADM

Here, we obtain the following recursion scheme of the modified decomposition method

v0(x) = I 4
0+ϕ(x),

v1(x) = x,

v2(x) = −1
2
x2,

v3(x) =
1
3
x3,

vn+4(x) = −1
6

∫ x

0
(x− s)2An(s)ds− 1

6

∫ x

0
(x− s)2sds

∫ 1

0
(1 + t)vn(t)dt.

Figure 3.5: The exact solution compared to its approximate solutions for α = 4.

Example 6:

Now, we study the following IVP:


CD

15
4

0+v(x)− 4v(x) + 4v′(x) + v′′(x)− v′′′(x) + v′2(x)− x2
∫ 1

0
t2v(x)dt = ϕ(x),

v(0) = 2, v′(0) = 0, v′′(0) = 0, v′′′(0) = 0.

(3.9)

In this example, we have:

m = 3, α = 15
4
, λ0 = −4, λ1 = 4, λ2 = 1, λ3 = −1, K (x, t) = −x2t2, µ = 1,

a = 0, b = 1, d0 = 2, d1 = 0, d2 = 0, d3 = 0, f(v(x), v′(x), v′′(x), v′′′(x)) = v′2(x),

ϕ(x) = 24
Γ(1.25)

x0.25 + 16x6 − 4x4 + 16x3 + 235
21
x2 − 24x− 8.

Here, The exact solution of this IVP is: v(x) = 2 + x4.
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Thus, the recursion scheme of modified decomposition method gives us:

v0(x) = 2 + I
15
4

0+ ϕ(x),

v1(x) = 0,

v2(x) = 0,

v3(x) = 0,

vn+4(x) =
4

Γ(3.75)

∫ x

0
(x− s)2.75vn(s)ds− 4

Γ(2.75)

∫ x

0
(x− s)1.75vn+1(s)ds

− 1
Γ(1.75)

∫ x

0
(x− s)0.75vn+2(s)ds+

1
Γ(0.75)

∫ x

0
(x− s)−0.25vn+3(s)ds

− 1
Γ(3.75)

∫ x

0
(x− s)2.75An(s)ds− 1

Γ(3.75)

∫ x

0
(x− s)2.75s2ds

∫ 1

0
t2vn(t)dt.

Figure 3.6: The exact solution compared to its approximate solutions for α = 15
4
.

Comment:

This graphs were obtained through the Python program.

Remark 3.1 In some cases, the (ADM) method can not be applied because the solution

does not check certain assumptions, as the following example shows:
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Example 7: We consider the following nonlinear IVP:


CD

5
2

0+v(x) + v′′(x) +
√

| v′(x) |+ 6 3
√

1 + v(x) + sin v′′(x)
6

+ ex
∫ 1

0
tv(t)dt = ϕ(x),

v(0) = −1, v′(0) = 0, v′′(0) = 0.

Here, we have:

m = 2, α = 5
2
, λ0 = λ1 = 0, λ2 = 1, K (x, t) = tex, µ = 1, a = 0, b = 1, d0 = −1,

d1 = 0, d2 = 0, f(v(x), v′(x), v′′(x)) =
√

| v′(x) |+ 6 3
√

1 + v(x) + sin v′′(x)
6

,

ϕ(x) = 6
Γ(1.5)

√
x+ (12 +

√
3)x+ sin x− 3

10
ex.

The exact solution is: v(x) = x3 − 1.

• In this situation, the Adomian polynomials are not defined because the nonlinear

function f is not differentiable.

-Therefore, the Modified Adomian decomposition method (ADM) is not applicable.
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Conclusion and aspirations

Due to the importance of fractional differential and Integral Equations and the multiplicity

of their applications,in many situations it will be difficult or impossible to solve them using

analytical methods.

Therefore, we will need to use numerical methods.

That’s what motivated us to do this work of providing a numerical way to solve an

initial value problem for a fractional integro-differential equation. It is modified Adomian

decomposition method which allows us to apply the operator L −1to our main integro-

differential equation. The principle of this method is computing the Adomian polynomials

to obtain the convergence of the decomposition series solution.

In this method, we decompose the solution v(x) into a rapidly convergent series

of solution components, then we calculate the Tylor expansion series for the given ϕ

introduced in our main integro-differential equation.

After that, we presented a set of examples with which we compared the approximate

solution with the exact one using its graphical representations.

Finally, we have found that the modified Adomian method brings us closer to an

acceptably accurate solution.

In the future, we intend to develop other numerical methods for solving equations

differential with fractional derivatives , and apply them to our problem because they may

be more accurate than our method proposed in this work such as the method of artificial

neural networks (ANNs)...
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