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Abstract

Metaheuristic optimization algorithms often have limitations in terms of their explo-
ration or exploitation capabilities. Therefore, relying on hybrid optimization algorithms
has become essential to provide high-quality solutions. In this work, we propose a new
hybrid optimization algorithm inspired by three recently developed algorithms, namely:
Beluga Whale Optimization (BWO), Honey Badger Algorithm (HBA), and Artificial Jel-
lyfish Search Optimizer (JS). The HBA and BWO algorithms have demonstrated promis-
ing exploitation capabilities and stable exploration phases, while JS has exhibited global
exploration capacity but lacks sufficient exploitation during the exploitation phase. By
leveraging these characteristics, we have combined the three algorithms in the exploration
phase and integrate HBA and BWO in the exploitation phase. Therefore, we introduce
a novel approach to achieve a balance between exploration and exploitation. To en-
hance population diversity and effectively guide the search process, we employ Compound
Opposition-Based Learning (COBL) technology.We thoroughly investigate and analyze
the performance of the proposed BHJO algorithm by comparing it to the base algorithms
HBA, BWO, JS, and four other modern algorithms. Our evaluation includes 20 standard
benchmark problems, 20 hybrid test suites, and composite problems for unconstrained
optimization from IEEE CEC2017, CEC2020, and CEC2021. The performance and be-
havior analysis are evaluated using the Friedman test, followed by the Dunn’s test to
compare all the possible pairs of groups and identify the differences. The results demon-
strate that BHJO outperforms other algorithms in terms of balancing exploration and
exploitation. The computational complexity is also evaluated.

Keywords : Optimisation , Metaheuristic algorithms, Hybrid optimization algo-
rithm, inspired nature, unconstrained optimization, Benchmark (CEC2017, CEC2020,

and CEC2021) , Friedman and Dunn teste .
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Résumé

Les algorithmes d’optimisation métaheuristique présentent souvent des limitations en
termes de leurs capacités d’exploration ou d’exploitation. Par conséquent, il est devenu
essentiel de s’appuyer sur des algorithmes d’optimisation hybrides pour fournir des solu-
tions de haute qualité. Dans ce travail, nous proposons un nouvel algorithme d’optimisa-
tion hybride inspiré de trois algorithmes récemment développés, à savoir : Beluga Whale
Optimization (BWO), Honey Badger Algorithm (HBA) et Artificial Jellyfish Search Op-
timizer (JS). Les algorithmes HBA et BWO ont démontré des capacités d’exploitation
prometteuses et des phases d’exploration stables, tandis que JS a montré une capacité
d’exploration globale mais manque d’exploitation suffisante pendant la phase d’exploita-
tion. En exploitant ces caractéristiques, nous avons combiné les trois algorithmes dans
la phase d’exploration et intégré HBA et BWO dans la phase d’exploitation. Ainsi, nous
introduisons une nouvelle approche pour atteindre un équilibre entre l’exploration et l’ex-
ploitation. Pour améliorer la diversité de la population et guider efficacement le processus
de recherche, nous utilisons la technologie de l’apprentissage basé sur l’opposition com-
posée (COBL). Nous étudions et analysons en détail les performances de l’algorithme
BHJO proposé en le comparant aux algorithmes de base HBA, BWO, JS et quatre autres
algorithmes modernes. Notre évaluation comprend 20 problèmes de référence standard,
20 ensembles de tests hybrides et des problèmes composites d’optimisation sans contrainte
issus de IEEE CEC2017, CEC2020 et CEC2021. Les performances et le comportement
sont évalués à l’aide du test de Friedman, suivi du test de Dunn pour comparer toutes
les paires possibles de groupes et identifier les différences. Les résultats démontrent que
BHJO surpasse les autres algorithmes en termes d’équilibre entre l’exploration et l’ex-
ploitation. La complexité de calcul est également évaluée.

mot clé : Optimisation, Algorithmes métaheuristiques, Algorithme d’optimisation
hybride, nature inspirée, optimisation sans contrainte, Benchmark (CEC2017, CEC2020

et CEC2021), Friedman et Dunn teste.
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صخلم
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General Introduction

Context and problematic

On a daily basis, humanity confronts a multitude of intricate problems that necessitate
effective solutions. To address these challenges, a systematic approach is employed to
identify the problem and determine the most appropriate methodology for making de-
cisions that optimize their interests. This process entails the application of methods
aimed at enhancing the selected criteria, as improvement occupies a significant role in
the research and engineering endeavors. To fully understand the problem of optimiza-
tion, researchers and engineers follow a systematic process that involves first identifying
the different objective functions that need improvement, along with the search space and
variables associated with the problem.

To solve these problems, three primary research approaches are used in optimization:
iterative, exact , and heuristic. The iterative approach involves mathematical calculations
based on derivatives, Jacobians, and Gauss-Seidel to determine optimal solutions. These
methods aim to converge towards an optimal solution by iteratively improving the initial
solution.

On the other hand, the exact approach often refers to mathematical programming
methods such as linear programming, integer programming, or nonlinear programming.
It focuses on systematically exploring the search space using mathematical techniques to
guarantee finding the optimal solution. In contrast, the heuristic approach, also known as
exploratory search, follows guided random paths to find approximate solutions. Instead of
exhaustively exploring all possibilities, heuristics use intelligent strategies or fundamental
rules to quickly converge towards acceptable solutions. Researchers choose the most
suitable approach based on the characteristics of the problem, available computational
resources, and desired trade-off between solution quality and computational efficiency.

Optimization is a rapidly evolving field driven by advancements in technology, al-
gorithms, and problem-solving techniques. Legacy algorithms may not be sufficient in
today’s landscape due to the availability of more efficient methods. Researchers con-
tinuously strive to improve optimization techniques to address complex problems across
various domains. There is a high demand for innovative solutions as new challenges arise
and existing problems evolve. This field offers opportunities for researchers to contribute
by developing new approaches and enhancing algorithms to achieve better optimization
outcomes.
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Introduction

Contribution

Our thesis aims to make a valuable contribution by introducing a fresh hybrid metaheuris-
tic optimizer called the Beluga Whale Optimisation, Artificial Jellyfish Search Optimizer,
and Honey Badger Algorithm (BHJO). Initially, we focus on the design and implemen-
tation of this innovative algorithm and conduct tests using various benchmark problems.
Subsequently, we compare the performance of our algorithm with that of established meta-
heuristic algorithms. The results demonstrate that our proposal is highly competitive and
can effectively compete against the selected algorithms.

Structure

This dissertation is organized into three chapters as follows:
In the first chapter“Introduction Optimization”, we provide an overview of the

field of optimization. We begin by defining optimization problems and discussing their
classification and characteristics. We explore the distinction between constrained and
unconstrained optimization problems and delve into various complexity classes associated
with optimization. we present a comprehensive classification of the methods commonly
employed to solve optimization problems. For each category, we provide illustrative ex-
amples of algorithms.

In the second chapter“Introduction to Metaheuristics”, we cover technique used
to generate initial solutions, and Search strategy, and Tuning and controlling of parame-
ters, and Randomization techniques, and Classification of metaheuristic algorithms, and
Hybridization methods, finally the “ no-free lunch theory”.

The third chapter “BHJO:A novel hybrid metaheuristic algorithm for global
optimization”, represents the practical part of our thesis, we talk about the source
biological inspiration for the algorithms used in our crossbreeding.Next, we introduce our
mathematical implementation and pseudo code. Finally, we deliver the results of the
algorithm and its comparison with the latest algorithms in metaheuristics.
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Chapter 1. Introduction Optimization

1.1 Introduction

The desire to improve and optimize is a fundamental aspect of human nature that drives
us to seek better solutions in various areas of life. Optimization, as a scientific and
mathematical approach, provides a systematic framework for identifying and achieving
these improvements. It involves finding the best possible solution to a problem[54], with
the objective of maximizing or minimizing a specific measure or objective function.The
applications of optimization are wide-ranging and diverse. It finds application in fields
such as mathematics, engineering, economics, computer science, and many others. For
example[97], in mathematics, optimization focuses on finding the maximum or minimum
value of a function within certain constraints. This is done using various techniques and
algorithms, such as gradient descent, Newton’s method, or linear programming.

When it comes to optimization, there are two main categories: local optimization
and global optimization. Local optimization aims to find the best solution within a
specific region or neighborhood. It focuses on finding local minima or maxima, which are
points where the objective function reaches the smallest or largest value in the immediate
vicinity. Local optimization methods are often efficient in finding these local solutions.On
the other hand, global optimization seeks to find the absolute best solution across the
entire search space, considering all possible solutions. Unlike local optimization, which
can easily find local minima or maxima, finding the global minimum or maximum is a
more challenging task. It often requires more advanced algorithms and techniques, as well
as careful consideration of the problem’s constraints and properties[82].

This chapter is an introduction to the subject. It is organized as follows, starting by
defining optimization problems and their taxonomy in section 1.2, after we will present
classification of optimization problems in1.3 ,then the difference between constrained prob-
lems and unconstrained ones and how to deal with constraints in 1.4,1.5 then local search
and global search is a hot topic, which is provided in section1.6 , moving to complexity
classes and sub-classes in section1.7,then we present an overview of the deferent optimiza-
tion methods in 1.8.

1.2 Optimization problem

In their daily activities, researchers, clients, companies, and government agencies often
encounter various planning and optimization challenges. These challenges require making
decisions from a range of options available. However, the selection of a particular option
has implications for the user or organization. Evaluating the impact of different options
is essential, and this evaluation is typically done using specific criteria.

To address these challenges, it becomes necessary to identify optimal or near-optimal
solutions that align with the specific goals of the optimization problem. Mathematical
equations and symbols can be employed to formulate optimization problems, taking into
account the objective function, decision variables, and constraints. The formulation pro-
cess is tailored to the particular problem and its unique requirements[61].

Optimization problems can be formulated using mathematical equations and symbols
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to represent the objective function, decision variables, and constraints. The formula-
tion depends on the specific problem and its requirements. A general framework can
be followed for formulating optimization problems, which encompasses the following key
elements ,As show figure1.1: 1.1, 1.2, and 1.3 .

min
fx∈Rd

fm(x) ,m = {1, 2, . . . ,M} (1.1)

under the constraints :
hj(x) = 0 , j = {1, 2, . . . , J} (1.2)

gk(x) ≤ 0 , k = {1, 2, . . . , K} (1.3)

Or fm(x), hj(x), and gk(x) are functions of the vector

x = (x1, x2, . . . , xd)
T (1.4)

Where
fm : < → < The objective function to be minimized over the n-variable vector x .
gk(x) : Inequality constraints.
hj(x) : Equality constraints .

1. Define the Decision Variables: Identify the variables that can be adjusted or opti-
mized to achieve the desired objective. Assign symbols to represent these variables,
such as x1, x2, . . . , xn.

2. Define the Objective Function: Specify the function that needs to be optimized. It
can be a maximization or minimization objective. Represent the objective function
using mathematical symbols and the decision variables, such as: f(x1, x2, . . . xn).

3. Identify Constraints: Determine any constraints or limitations that need to be satis-
fied in the problem. Constraints can be inequalities(≤,≥)or equalities (=). Express
the constraints mathematically using the decision variables, such as 1.2, and1.3.

4. Specify the Feasible Region: Define the feasible region, which represents the set of
values that satisfy all the constraints. The feasible region is the region in which the
decision variables can take values.

5. Formulate the Optimization Problem: Combine the decision variables, objective
function, and constraints to formulate the optimization problem. The goal is to
find the values of the decision variables that optimize the objective function while
satisfying all the constraints.

1.3 Classification of optimization problems

Optimization problems can be classified into different categories based on their character-
istics and mathematical properties. Here are some common classifications of optimization
problems such as:
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H

Figure 1.1: modeling problem

1.3.1 Single objective and Multiobjective optimization

In single objective optimization(SOO), there is a single objective function that needs to be
optimized. The objective function represents a single measure of performance or a specific
goal that the optimization seeks to achieve[124]. The task is to find the optimal values
for the decision variables that maximize or minimize this objective function. Examples
of (SOO) include maximizing profits, minimizing costs, or maximizing the efficiency of a
system.

multiobjective optimization(MOO), the optimization problem involves multiple con-
flicting objectives that need to be simultaneously considered. Instead of a single objective
function, there are multiple objective functions that represent different measures of per-
formance or goals. These objectives may have competing interests, making it impossible
to optimize they all simultaneously. The aim is to find a set of solutions that achieve a
balance among these objectives, known as Pareto optimal solutions. A solution is Pareto
optimal if there is no other feasible solution that improves one objective without sacrific-
ing performance in another objective. (MOO) optimization is often used when decision-
making involves trade-offs between different objectives, such as maximizing profit while
minimizing environmental impact or maximizing customer satisfaction while minimizing
production costs[39].

1.3.2 Continuous variables and Discrete variables

In continuous optimization, the variables can take on any real value within a defined
range or domain. These variables are typically represented by real numbers and can
be optimized using mathematical functions. Continuous optimization is well-suited for
problems where variables can take on a wide range of values. Examples of continuous
optimization problems include finding the optimal values of parameters in mathematical
models or optimizing the dimensions of a physical system.
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In discrete optimization, the variables can only take on a finite or countable set of
values. These values are typically restricted to integers or specific discrete values. Discrete
optimization problems involve finding the best solution from this restricted set of values.
Examples of discrete optimization problems include combinatorial optimization, such as
finding the optimal assignment of tasks to workers or selecting the best routing strategy
in a network[76].

1.3.3 Linear Optimization and Nonlinear Optimization

Linear Optimization: In linear optimization, both the objective function and constraints
are linear. This means the objective function is a linear combination of the decision
variables, and the constraints can be expressed as linear equations or inequalities. Lin-
ear programming techniques, such as the simplex method, are commonly used to solve
these problems efficiently. Linear optimization is used in resource allocation, production
planning, and transportation logistics, among other areas.

Nonlinear optimization deals with problems that involve nonlinear objective functions
or constraints. In this case, the objective function or constraints contain nonlinear terms
like products, powers, or trigonometric functions of the decision variables. Nonlinear
optimization problems are generally more challenging to solve because they lack the nice
mathematical properties of linearity. Advanced optimization algorithms, such as gradient-
based methods or metaheuristic techniques, are often used to find optimal or near-optimal
solutions. Nonlinear optimization is applied in engineering design, financial modeling, and
data fitting, among other domains[53].

1.4 Unconstrained optimization

Unconstrained optimization refers to a category of optimization problems where the ob-
jective function is to be optimized without any constraints on the decision variables.
In contrast to constrained optimization problems, there are no limitations or conditions
imposed on the values that the decision variables can take[33]. The main objective in
unconstrained optimization is to determine the optimal values for the decision variables
that result in either the maximum or minimum value of the objective function. These
decision variables can be either continuous or discrete, depending on the specific problem.
To solve unconstrained optimization problems, it is typically necessary to identify the
critical points of the objective function, such as local minimum or maximum points.

1.5 Constrained optimization

Constrained optimization refers to a class of optimization problems in which feasible
solutions are subject to a set of constraints. These constraints impose restrictions or
conditions on the decision variables that must be satisfied while optimizing the objective
function.
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Figure 1.2: Constraint problem optimization
https://www.datacamp.com/tutorial/linear-programming-with-spreadsheets

In a constrained optimization problem, the objective is to find values for the decision
variables that optimize the objective function while simultaneously satisfying all specified
constraints. Constraints can be categorized into two types:

Equality constraints, where the constraint equation must be exactly satisfied.
Inequality constraints, where the constraint equation must be satisfied within a

certain range. The general formulation of a constrained optimization problem represented
Equation1.6

min
fx∈Rd

fm(x) ,m = {1, 2, . . . ,M} (1.5)

under the constraints
hj(x) = 0 , j = {1, 2, . . . , J}
gk(x) ≤ 0 , k = {1, 2, . . . , K} (1.6)

Where
fm : < → < The objective function to be minimized over the n-variable vector x .
gk(x) : Inequality constraints.
hj(x) : Equality constraints .

To solve constrained optimization problems, specialized techniques are required to
simultaneously handle objective function optimization and constraint satisfaction. Com-
monly used methods include linear programming, nonlinear programming, and constrained
evolutionary algorithms.

The main objective in constrained optimization is to find optimal or near-optimal solu-
tions that achieve the best possible objective value while satisfying all specified constraints.
To address this, various techniques have been developed to combine the objective function
and constraints into a unified equation. There are traditional and recent methods for han-
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dling constraints in optimization problems. Traditional methods include penalty methods,
transformation methods, special representation techniques, and separation of objectives
and constraints. Penalty methods introduce penalty terms into the objective function
to incorporate constraints and transform constrained problems into unconstrained ones.
Transformation methods use mathematical transformations to convert constrained prob-
lems into equivalent unconstrained problems. Special representation techniques explicitly
represent constraints within the decision variables or problem structure. Separation of
objectives and constraints involves treating objectives and constraints separately [40].

1.5.1 Penalty method

The penalty function is a technique used in constrained optimization problems to incorpo-
rate the constraints into the objective function. It achieves this by introducing a penalty
term that quantifies the extent of constraint violation. The penalty term is added to the
objective function, resulting in a modified objective function that penalizes solutions that
do not satisfy the constraints[27]. By minimizing the modified objective function, the op-
timization algorithm seeks solutions that simultaneously optimize the objective function
and satisfy the imposed constraints. The penalty function approach allows for the con-
sideration of constraints during the optimization process and helps find feasible solutions
within the given constraints.

minF (x) = f(x) + P (x) (1.8)

where P (x) denotes the penalty term as given by 1.9.

P (x) =
J∑

j=1

νj max(0, hj(x))
2 +

K∑
i=1

µk|gk(x)| (1.9)

Where νj > 0, µm > 0 : Penalty coefficients.

1.5.2 Equality with tolerance

Equality with tolerance is a fundamental concept in optimization that addresses con-
straints involving strict equality. In real-world scenarios, achieving exact equality be-
tween variables and constants may not be practical due to factors such as measurement
errors or uncertainties. To account for this, a tolerance value is introduced, allowing for
a small deviation from the exact equality[119].In optimization problems, constraints of
the form"variable = constant" are relaxed by introducing tolerance ranges. Instead of
requiring an exact equality, the constraint is modified to allow for a difference between
the variable and the constant within a specified tolerance. This relaxation means that
the variable can deviate from the constant by an amount within the tolerance range,
either as "variable − constant ≤ tolerance" or "constant − variable ≤ tolerance". This
means that the difference between the variable and the constant should fall within the
specified tolerance range. The tolerance represents an acceptable range within which the
constraint is considered satisfied. The specific choice of tolerance depends on the nature
of the problem and the desired level of precision.
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One common representation of an equality constraint with tolerance in optimization
is:

|h(x)| − ε ≤ 0

Where
h(x) : Represents the constraint function.
ε : The tolerance value.

1.5.3 Multi-objective approach to constraints

The multi-objective approach to handling constraints takes a different direction com-
pared to weighted sum methods, which convert multi-objective optimization problems
into single-objective ones. While this approach may initially raise questions about its
effectiveness, studies have shown that it can be remarkably competitive.Instead of simpli-
fying the problem into a single objective, the multi-objective approach considers conflict-
ing objectives simultaneously while ensuring constraint satisfaction. Its goal is to find a
set of solutions that optimizes multiple objectives, striking a balance between them and
adhering to the constraints[81].

Although it may seem counterintuitive, the multi-objective approach to constraint
handling has demonstrated its effectiveness in producing competitive solutions. It allows
for a more comprehensive exploration of the trade-offs between conflicting objectives,
providing decision-makers with a range of feasible options to consider.

1.6 Local search and Global search

1.6.1 Local search

Local search or local optimization is a method used to find optimal or near-optimal solu-
tions within a limited neighborhood of the search space. Unlike global optimization, which
aims to find the absolute best solution across the entire search space, local optimization
focuses on improving the solution within a specific region[1].

In local optimization, an initial solution is chosen, and then iterative steps are taken
to explore neighboring solutions and improve the objective function value[12]. The search
is typically guided by a specific heuristic or algorithm that determines which neighboring
solutions to explore and how to move towards better solutions[29].

The key characteristic of local optimization is that it operates based on local informa-
tion, considering only the immediate neighborhood of the current solution. It does not
guarantee finding the globally optimal solution, but rather seeks to improve the solution
locally. Local optimization is often used when the search space is large and complex, mak-
ing it computationally infeasible to explore the entire space[100]. Local optimization can
be effective for solving problems where the objective function has multiple local optima,
and finding the global optimum is not necessary or feasible. However, it may be limited
by getting stuck in local optima and failing to find the best possible solution in the global
sense[8].
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Figure 1.3: Local-Global optimum methods
https://www.allaboutlean.com/polca-pros-and-cons/local-global-optimum/

1.6.2 Globl search

Global search or global optimization, a method employed to discover the optimal solution
across the complete range of potential solutions. Unlike local optimization, which focuses
on improving solutions within a limited neighborhood[12], global optimization aims to find
the globally optimal solution, considering all possible solutions and their corresponding
objective function values[1].

In global optimization, the objective is to find the values of the decision variables that
yield the optimal or near-optimal value of the objective function, regardless of where the
optimal solution is located within the search space. This involves exploring the entire
search space, which can be a challenging task, especially when the search space is large or
complex[129].Due to the computational complexity involved in searching the entire space,
global optimization methods often employ various techniques to efficiently explore the
search space and improve the search process[29].

Global optimization methods strive to avoid getting trapped in local optima and aim to
find the best possible solution in the entire search space. However, due to the complexity
of the search, it is not always guaranteed to find the absolute global optimum, particularly
in high-dimensional or non-convex problems.Despite their limitations, these methods can
greatly enhance the search procedure and yield solutions that are very close to the optimal
for a diverse array of optimization problems.

11

https://www.allaboutlean.com/polca-pros-and-cons/local-global-optimum/


Chapter 1. Introduction Optimization

1.7 Complexity classes

A complexity class refers to a collection of functions that can be computed within a
specified input[13]. While traditional complexity theory primarily focuses on decision
problems solvable by Turing machines rather than optimization problems, it categorizes
classes based on their resource requirements, such as time or memory. In the following,
we will introduce the different complexity classes[82].

1.7.1 P class

The complexity class P, known as the ”Polynomial Time” class, refers to the set of
selection issues that may be solved with the aid of using a deterministic Turing gadget
in polynomial time[95]. In other words, a problem belongs to class P if there exists an
algorithm that can solve it with a time complexity bound by a polynomial function of the
input size[54].

Being in class P means that there is an efficient algorithm that can find a solution
to the problem within a reasonable amount of time, even for large inputs. Polynomial
time complexity is generally considered manageable and desirable for problem-solving.
Many fundamental problems in various domains, such as sorting, searching, and graph
traversal, fall into the class of P problems. Algorithms like quicksort, binary search, and
breadth-first search are examples of efficient algorithms that can solve these problems
within class P.

The class P encompasses problems that can be solved in polynomial time using de-
terministic algorithms, making it an important and widely studied complexity class in
theoretical computer science.

1.7.2 N P class

The complexity class N P , known as the ”Nondeterministic Polynomial Time” (N P)
class, a set of decision problems is referred to as being in the class of N P if a solution to
a given problem can be verified in polynomial time by a deterministic Turing machine. In
other words, if a solution is proposed for an N P problem, it can be efficiently checked
for correctness [54].

While the term ”Nondeterministic” may be misleading, N P does not imply that
solutions can be found in polynomial time. Instead, it indicates that if a solution is given,
its correctness can be efficiently verified. The term ”Polynomial Time” refers to the fact
that the verification process can be performed in polynomial time.

Problems in N P are often characterized by the search for a solution among a large
number of possibilities. This makes it challenging to find an optimal solution within
a reasonable timeframe. Examples of N P problems include the traveling salesman
problem, the knapsack problem, and the Boolean satisfiability problem. It is important
to highlight that the issue of whether P = N P or P 6= N P remains one of the
most significant unresolved problems in the field of computer science. If P = N P, it
would imply that problems that can be verified in polynomial time could also be solved
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in polynomial time. However, if P 6= N P, it suggests that there are problems for which
finding solutions is inherently more difficult than verifying them[60].

The class N P plays a fundamental role in complexity theory and has significant
implications in various areas of computer science, including optimization, cryptography,
and algorithm design.

1.8 Optimization methods

Optimization methods are developed with the goal of finding the best possible solution,
or a solution that is very close to the optimal solution, while minimizing the computa-
tional effort needed. These methods involve searching through a set of potential solutions
based on a given objective function and any constraints that are imposed. There are
two main types of optimization methods: exact optimization methods and approximate
optimization methods[44].

1.8.1 Exact optimization methods

Exact methods are optimization algorithms used to find at least one optimal solution to
a problem [66], particularly when the problem size is small enough to be solved within
a reasonable amount of time. These methods are capable of solving problems that fall
into the category of P, which refers to problems that can be solved in polynomial time.
However, for larger or more complex problems, the computational cost and time required
can become prohibitively high, as the search space grows exponentially with the problem
size.

Despite the computational challenges, exact methods are valuable in scenarios where
finding the absolute best solution is crucial and when the problem size allows for a man-
ageable computation. They are widely used in various fields, including operations re-
search, logistics, scheduling, and resource allocation. By exhaustively searching the so-
lution space, exact methods provide rigorous and reliable solutions that can be used as
benchmarks for evaluating the performance of approximate methods or as guarantees for
achieving optimal solutions in specific problem instances.

Branch and Bound

Branch and Bound is an algorithmic technique used in optimization problems to system-
atically explore the search space and find the optimal solution efficiently[21]. It involves
dividing the problem into smaller subproblems represented by nodes in a search tree.
The algorithm applies two main strategies: branching and bounding. Branching involves
partitioning the current subproblem into smaller subproblems by making decisions, while
bounding estimates upper and lower bounds for the objective function value associated
with each subproblem. These bounds guide the search by pruning unpromising branches.
The algorithm terminates when all branches have been explored or when it determines
that no better solution can be found. Branch and Bound is commonly used for combina-
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torial optimization problems and has applications in various domains.

Dynamic programming

Dynamic programming is based on the principle of Bellman [Wolsey 1998]:
”If C is a point that belongs to the optimal path between A and B, then the portion

of the same path from B to C is the optimal subpath between B and C.”
This approach involves constructing optimal subpaths and recursively building the

optimal path for the entire problem. In the following figure, the green path between A
and B is optimal. This path passes through point C. The green subpath [C,B] is therefore
optimal, and the gray subpath [C,B] cannot exist because it is shorter than the green
subpath. In other words, if the gray subpath exists, the optimal solution becomes the
sequence formed by the green subpath [A,C] and the gray subpath [C,B] instead of the
green path [A,B].

Dynamic programming relies on the principle of Bellman and involves extending the
problem being studied to a more general problem with integer parameters. It typically
requires determining recurrence relations that solve the problem of a given order based
on its solutions for lower orders[67].

1.8.2 Approximate optimization methods

Approximate methode are optimization algorithms that aim to provide near-optimal so-
lutions for computationally difficult problems[51]. These problems are often classified as
N P-hard, This implies that finding an exact optimal solution is either not feasible or
demands a considerable amount of computational resources.

The objective of approximate methode is to find solutions that guarantee a certain
level of closeness to the optimal solution. This closeness is measured by the approxi-
mation ratio, which quantifies the quality of the approximate solution in relation to the
optimal solution. Generally, a smaller approximation ratio indicates a higher quality
approximation[114].

Approximate methode are typically divided into three categories: approximation al-
gorithms , heuristics ,metaheuristic .

Approximation algorithm

An approximation algorithm is a specialized algorithm developed to discover solutions
that are within a specified factor of the optimal solution. This factor, known as the
approximation ratio, determines how close the approximate solution is to the optimal
one. The smaller the approximation ratio, the better the quality of the approximation.
Approximation algorithms are commonly used for N P-hard problems where finding an
exact optimal solution is impractical.
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Figure 1.4: optimization methods
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Heuristics algorithm

Heuristics Are problem-solving techniques that rely on intuitive rules, strategies, or ap-
proximations to guide the search for solutions. In heuristic optimization, these heuristics
are applied iteratively to explore the solution space, gradually improving the quality of the
solutions. The key characteristic of heuristic optimization is its ability to trade off solu-
tion quality for computational efficiency. Heuristic algorithms may not guarantee finding
the best solution, but they are designed to quickly find reasonably good solutions that
satisfy the problem requirements[96].Heuristics can be classified into two categories[7]:

1. Constructive methods generate solutions starting from an initial solution and grad-
ually adding elements until a complete solution is obtained.

2. Local search methods begin with an initially complete (potentially less desirable)
solution and repetitively try to improve it by exploring its neighborhood.

Metaheuristics algorithm

Metaheuristics are powerful optimization algorithms that efficiently explore large search
spaces to find good solutions within a reasonable time frame. They provide a gen-
eral framework for solving optimization problems by combining heuristics, local search
methods, and problem-specific knowledge. Unlike traditional optimization methods[114],
metaheuristics operate at a higher level of abstraction and are not tied to specific prob-
lem domains. They employ randomized or stochastic elements to balance exploration
and exploitation, enabling them to overcome local optima and search for better solu-
tions. Through iterative processes, solutions are refined and modified based on evaluation
criteria or objective functions.In the upcoming chapter, you will discover more in-depth
insights into various metaheuristics.

Hyper-heuristic algorithm

Is a type of metaheuristic optimization that focuses on finding or generating effective
heuristics for solving optimization problems. It operates at a higher level of abstraction
by designing algorithms or frameworks that automatically generate or select heuristics,
rather than directly optimizing the problem itself. the goal is to develop algorithms or
techniques that can efficiently explore the solution space and adaptively select or generate
heuristics to solve specific optimization problems. These heuristics can be considered as
”meta-heuristics” that guide the search process,it involves two key components: a set of
low-level heuristics and a high-level framework or algorithm. The low-level heuristics rep-
resent different strategies or methods for exploring the solution space, while the high-level
framework guides the selection or generation of these heuristics based on problem charac-
teristics or performance feedback[36].The main advantage of hyper-heuristic optimization
is its ability to adaptively search for and select suitable heuristics for different problem
instances, without requiring explicit knowledge or customization for each problem. This
makes hyper-heuristic approaches more flexible, scalable, and applicable to a wide range
of optimization problems.
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Hyper-heuristic optimization algorithms can be implemented using various techniques,
such as genetic programming, machine learning, reinforcement learning, or evolutionary
computation. These techniques allow the algorithm to learn and evolve over time, im-
proving its ability to generate effective heuristics for different optimization problems[22].

1.9 Conclusion

In conclusion, the field of optimization is a powerful and versatile discipline that aims to
find optimal solutions to complex problems. It utilizes various techniques, algorithms, and
approaches to explore search spaces, improve efficiency, and achieve desired objectives.
Throughout this chapter, we have discussed different types of optimization, including
constraint and unconstrained optimization. We have also explored various methods and
algorithms used in optimization, such as exact methods, approximate methods, heuristic
methods, and metaheuristics.

The choice of the optimization method depends on factors such as problem complexity,
available computational resources, time constraints, and the desired trade-off between so-
lution quality and computational effort. Exact optimization methods are preferred when
finding the absolute best solution is crucial, while approximate optimization methods
offer efficient solutions that are acceptable in practice. By employing suitable optimiza-
tion methods, researchers and practitioners can effectively tackle various optimization
problems, finding optimal or near-optimal solutions with the least computational effort
possible.

Finally, optimization is a dynamic and evolving field that continues to advance and
contribute to various domains. By harnessing the power of optimization techniques, re-
searchers, engineers, and decision-makers can find innovative solutions, make informed
decisions, and effectively address complex challenges.
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2.1 Introduction

With the advancement of information technology, various fields such as engineering, bioin-
formatics, operations research, geophysics, etc…, and others have encountered numerous
optimization problems Many of these problems are categorized asN P-hard problems,
which implies that finding an efficient solution for them in polynomial time is only pos-
sible ifN P is equal to P [2]. As a result, finding exact solutions for larger instances
of these problems becomes challenging. Consequently, engineers and researchers dealing
with optimization problems must consider several factors when selecting an appropriate
optimization algorithm [20].

When choosing an optimization algorithm, two common objectives are to reduce ex-
ecution time and obtain an acceptable solution. To achieve these goals, Metaheuristic
algorithms have become increasingly popular in the field of optimization. They belong
to a class of algorithms specifically designed to tackle complex and challenging prob-
lems by finding good solutions [16]. They employ random operators, such as random
initialization and perturbations, to explore the solution space and identify promising can-
didate solutions. Additionally, many metaheuristics incorporate local search algorithms
to make incremental improvements to existing solutions. However, determining the op-
timal parameter settings for a specific problem significantly impacts the efficiency and
effectiveness of the search process [108]. Despite not guaranteeing an optimal solution,
metaheuristics have demonstrated strong performance across various problem domains.
These algorithms are often inspired by natural phenomena, human intelligence, or animal
behavior. Furthermore, metaheuristics are typically easy to implement and can be utilized
by non-experts. Many software libraries and tools have been developed to provide prac-
titioners with readily available metaheuristic implementations, minimizing the need for
in-depth knowledge of underlying algorithms. Consequently, metaheuristics have become
accessible to a broader audience, facilitating their adoption in diverse applications[108].
Many metaheuristics have been developed into software libraries and tools that can be
readily used by practitioners without requiring extensive knowledge of the underlying
algorithms. This makes metaheuristics accessible to a wider audience and enables their
adoption in a variety of applications.

While heuristics are domain-specific and rely on experience and intuition to find solu-
tions, metaheuristics offer a more generalized and systematic problem-solving approach.
They are designed to tackle a wide range of optimization problems and often combine de-
terministic and stochastic elements. A concise quote highlighting the distinction between
heuristics and metaheuristics is[34], ”A heuristic is a pretty good rule. A metaheuris-
tic is a pretty good rule for finding pretty good rules.” This quote emphasizes the role
of metaheuristics in developing and optimizing heuristics to efficiently explore solution
spaces and identify near-optimal solutions.

This chapter will explore several crucial factors that contribute to the effectiveness of
metaheuristics. These factors include techniques for generating initial solutions, search
strategies, tuning and controlling of parameters, randomization techniques, classification
of metaheuristic algorithms, hybridization methods, and the concept of the ”no-free lunch”
theory.
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2.2 Initialization methods

The initialization step in metaheuristics is a crucial component that sets the starting
point for the search process. It involves generating an initial solution or a population of
solutions for the optimization problem at hand. The quality and diversity of the initial
solutions can significantly impact the performance and effectiveness of the metaheuristic
algorithm. A well-designed initialization strategy in metaheuristics aims to generate an
initial solution or population of solutions that can serve as a good starting point for
the search process. The goal is to find an initial solution that is closer to the optimal
solution, thereby reducing the time and effort required to converge towards the best
possible solution[58].

There are various approaches to initialize solutions in metaheuristics, depending on
the specific algorithm and problem domain. Theoretically, In theory, the available initial-
ization methods can be broadly classified into two categories:

2.2.1 No Previous knowledge

In situations where there is little to no previous knowledge about the problem being
solved, metaheuristic algorithms can overcome this limitation through simple initialization
techniques[77]. We will examine two type of such techniques:

Random initialization

Random initialization refers to the process of generating initial solutions or starting points
for an optimization or search algorithm using random values[102]. It is commonly used
when there is no prior knowledge or information about the optimal solution or the search
space, is particularly useful in population-based metaheuristics, such as genetic algo-
rithms, particle swarm optimization, and ant colony optimization. These algorithms
maintain a population of solutions and iteratively improve them over time. To start the
process, a population of random solutions is generated, and the optimization algorithm
iteratively refines these solutions to find better ones.

A typical approach to generate the random population is to use a uniform distribution
as in Equation2.1:

Xi = lb + rand(0, 1)(ub − lb) (2.1)

Where
lb and ub : the lower and upper bounds .
rand : is a random number drawn from the range [0, 1].

Chaotic initialization

Initialization with chaotic maps is a commonly employed technique in optimization al-
gorithms, particularly in the field of metaheuristics. Chaotic maps are deterministic
dynamic systems that exhibit chaotic behavior, characterized by sensitivity to initial con-
ditions and a highly complex trajectory [102]. Various types of chaotic maps have been
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utilized, including logistic maps, pocket maps, and others. These maps have been specif-
ically chosen to harness their chaotic properties for generating diverse initial solutions
that are pseudo-random in nature. This approach aims to facilitate an extensive explo-
ration of the solution space and improve the likelihood of discovering favorable solutions.
In the literature[38], a generic formula has been proposed to represent this approach, as
exemplified by the following Equation2.2:

Xk
i,j = f (Xk

i,j) (2.2)

Where
j : corresponds to the jthvariable of the ith individual of the population.
f : epresents a chaotic mapping function.
k = 1 : is the iteration number, we are interested only in the first iteration.

2.2.2 With Domain-Specific knowledge

some cases, domain-specific knowledge about the problem can be utilized to guide the
initialization process. This knowledge can be incorporated into the initialization strategy
to bias the initial solutions towards known or expected good regions in the search space.
By incorporating problem-specific information, the algorithm can potentially converge
faster towards optimal solutions[77].

When such domain-specific knowledge is available, it can be utilized to guide the
initialization process in metaheuristic algorithms. The goal is to bias the generation of
initial solutions towards regions in the search space that are known or expected to contain
good solutions.

2.3 Search strategy

metaheuristics uses different techniques working together to converge toward an optimum,
there is often a trade-off between different components, such as exploration and exploita-
tion. achieving the best of both exploration and exploitation simultaneously in a single
algorithm is a complex task. Researchers have indeed explored various approaches to
address this trade-off, and the choice of methods depends on the problem at hand and
the characteristics of the algorithm being used.

2.3.1 Exploration

In the exploration phase, the algorithm actively explores the entire solution space to
uncover new and unexplored regions while moving away from existing solutions. This
results in the generation of a diverse set of solutions. Global search strategies like random
search or genetic algorithms are commonly employed to facilitate this exploration. These
strategies generate candidate solutions across a wide range of the search space. The
primary objective is to prevent the algorithm from becoming trapped in local optima.
Diversification is typically achieved by promoting diversity among the members of the
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swarm. For instance, certain metaheuristic algorithms introduce randomness into the
search process by incorporating random perturbations in parameter values or randomly
selecting search directions. These techniques allow for the exploration of different areas
of the solution space[63].

2.3.2 Exploitation

Exploitation can be described as the ability of an algorithm to use the current infor-
mation available to it in order to search for a better position in the surrounding area
of given candidates in the search space. Unlike the exploration technique, exploitation
moves in smaller steps, generating outputs that are similar to its inputs but potentially
better ones[28]. Exploitation is often viewed as an intensification phase rather than di-
versification because it focuses on improving the best solutions found so far, rather than
generating new, diverse solutions. This stage typically employs local search strategies
that fine-tune existing solutions to improve their quality.

Achieving a good balance between exploration and exploitation is indeed crucial for
a metaheuristic to exhibit good performance, If a metaheuristic algorithm focuses exces-
sively on exploitation and neglects exploration, it may converge quickly to a local optimum
but at the risk of missing the global optimum. This means that the algorithm may settle
for suboptimal solutions without sufficiently exploring other regions of the solution space.
And if a metaheuristic algorithm emphasizes excessive exploration and underemphasizes
exploitation, it may converge very slowly and require a significant computational effort.
The algorithm might spend a considerable amount of time exploring unpromising regions
of the solution space without effectively exploiting the known good solutions.

2.4 Tuning and Controlling of parameters

Achieving optimal performance in an algorithm often relies on the selection of appro-
priate algorithm-dependent parameters. Fine-tuning these parameters to their optimal
values can significantly enhance the algorithm’s effectiveness. The ideal scenario is for
the algorithm to find the optimal solution with minimal iterations while maintaining high
accuracy. However, parameter tuning poses a challenging optimization problem and can
be considered a form of hyper-optimization, where the goal is to optimize the optimization
process itself. Despite ongoing research efforts, determining the best parameter settings
for an algorithm remains an open problem [122].

2.4.1 Tuning parameters

Parameter tuning is an important aspect of optimizing algorithm performance. Various
tools and approaches exist for parameter tuning [118], but there is no universally estab-
lished method that applies to all algorithms. One commonly used approach for parameter
tuning is grid search, where a predefined set of parameter values is specified, and the al-
gorithm’s performance is evaluated for each combination of these values. This approach
is straightforward but can be computationally expensive, especially when dealing with
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a large parameter space. Another popular approach is random search, where parameter
values are randomly sampled from a predefined range or distribution. This method can be
more efficient than grid search as it allows for exploration of a wider range of parameter
value.

2.4.2 Controlling of parameters

that parameter control is another important aspect of optimization that should not be
overlooked. While parameter tuning involves finding the optimal values of algorithm
parameters [121], parameter control involves adjusting the values of these parameters
over the course of the optimization process in order to improve the convergence rate and
overall performance of the algorithm.the purpose of parameter control is to adaptively
adjust the algorithm parameters based on the behavior of the optimization process. This
can help to improve convergence rates, reduce the likelihood of getting stuck in local
optima, and promote exploration of the search space. The goal of parameter control is to
find a good balance between exploration and exploitation.

2.5 Random Walks

Randomization techniques, such as random walks, have become an essential component
in the search process of stochastic algorithms. However, achieving effective randomiza-
tion remains an ongoing challenge. To introduce randomization, pseudo-random numbers
are commonly used, which are generated using deterministic algorithms that produce
a sequence of numbers that exhibit properties similar to randomness. The distribution
of these pseudo-random numbers depends on the specific algorithm and its parameters.
Moreover, different probability density distributions, including uniform, Gaussian, Brow-
nian, and Lévy distributions, can be employed to model random variables [121].

A random walk is a stochastic process that involves taking a sequence of consecutive
random steps. Mathematically, we can represent a random walk by denoting the sum of
each consecutive random step as SN , where each step is represented by Xi. In this way,
SN forms a random walk defined by Equation 2.3

SN =
N∑
i=1

Xi = X1 + . . .+XN (2.3)

Where Xi is a random step drawn from a random distribution. This relationship can also
be written as a recursive formula.

SN =
N∑
i=1

Xi +XN = SN−1 +XN (2.4)

2.5.1 Gaussian Walk

A Gaussian walk, also referred to as a random walk with normally distributed steps,
is a stochastic process in which a particle or system moves in discrete steps following
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a Gaussian or normal distribution. In other words, during each step of the random
walk, the particle’s displacement is determined by a random value drawn from a normal
distribution[20]. This distribution is characterized by a mean of zero and a specified
standard deviation, often denoted as σ, while µ represents the mean. The displacement
at each step is independent of previous displacements as show in figure2.1 .

f(x) =
1

σ
√
2π

e−
(X − µ)2

2σ2
(2.5)

Figure 2.1: Function of Gaussian Distribution
hyperphysics.phy-astr.gsu.edu/hbase/Math/gaufcn.html

2.5.2 Lévy Walk

Lévy flights have been observed in various animal behaviors, including hunting and forag-
ing. This is because Lévy flights enable animals to effectively explore their environment
in unpredictable situations where food resources may be scattered or scarce[94].

To incorporate Lévy flights into an algorithm, two essential characteristics need to be
defined: the step length of the walk, which follows the Lévy distribution, and the direction
in which the walk should move towards the target position. The step length of the walk can
be determined by generating random numbers from the Lévy distribution, which exhibits
a heavy-tailed shape that allows for occasional large steps. The direction of the walk can
be determined by generating random numbers from a uniform distribution. The variance
of the uniform distribution is typically larger than that of a Gaussian distribution, making
it more practical and efficient for simulating a wide range of scenarios[23].

2.5.3 Brownian Walk

Brownian motion, named after the botanist Robert Brown who observed the erratic mo-
tion of pollen particles in water, refers to the random movement of particles suspended in
a fluid medium. It is a fundamental concept in physics and probability theory[64].
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In a Brownian walk or Brownian motion, the random walker moves in a continuous
manner, taking small and rapid steps in random directions[85]. The steps are typically
assumed to be independent and identically distributed, following a Gaussian (normal)
distribution. The cumulative effect of these small, random steps results in a trajectory
that appears as a continuous, erratic, and unpredictable motion.

Figure 2.2: Brownian walk versus Lévy Flight walk adopted from[9]

2.6 Classification of meta-heuristic algorithms

Different methods have been proposed to classify metaheuristics based on selected charac-
teristics. This section provides a brief summary of the most important categories, includ-
ing nature-inspired versus non-nature-inspired, population-based versus single solution-
based search, dynamic versus static objective function, single neighborhood versus various
neighborhood structures, and memory usage versus memory-less methods. In our work,
we focused on the category of population-based versus single solution-based search, ex-
amining the details within this classification:

2.6.1 Single solution-based

Single-solution algorithms, also referred to as local search algorithms, are designed to
improve a single solution by exploring its immediate neighborhood. These algorithms
begin with an initial solution and iteratively examine neighboring solutions until an im-
proved solution is found or a termination condition is met. In the local search process of
single-solution algorithms, the objective function of the current solution is evaluated, and
small modifications are made to generate neighboring solutions. These modifications can
involve altering a single element, swapping elements, or flipping bits within the solution.
The algorithm then assesses the objective function of each neighboring solution and se-
lects the best one as the new current solution. Here are some examples of single-solution
algorithms:
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Simulated Annealing (SA)

Simulated annealing[18] is a metaheuristic that belongs to the family of local search
methods. It is based on the analogy of the annealing process in metallurgy, where the
metal is heated and then slowly cooled to achieve the desired microstructure. Simulated
annealing works by randomly transitioning from the current solution to a new solution
and evaluating the change in the objective function value. If the change is negative (i.e.,
the new solution is better), it is accepted. However, if the change is positive (i.e., the
new solution is worse), it is accepted with a probability that depends on the temperature
and the magnitude of the change. This probabilistic acceptance of worse solutions allows
the algorithm to explore the solution space more extensively and avoid getting trapped
in local optima. One of the main advantages of simulated annealing is its simplicity and
ease of implementation.

Tabu Search(TS)

Tabu Search (TS)[50] is a metaheuristic optimization algorithm designed to efficiently
explore solution spaces and produce high-quality solutions. It is based on the idea that
intelligent problem-solving requires two key components: adaptive memory and responsive
exploration. The adaptive memory in TS is known as a ”tabu list,” which keeps track
of previously visited solutions or actions that are deemed ”taboo” or forbidden for a
certain period. By avoiding reconsideration of these forbidden solutions, TS promotes
diversification in the search process and helps escape from local optima.

Hill Climbing

The Hill Climbing algorithm[101] is a locally optimized method that uses feedback infor-
mation to generate solutions. The algorithm simulates the process of climbing a mountain,
moving in a higher direction at each step until it reaches the mountain’s peak. Starting
from the current node, the algorithm compares it with the values of neighboring nodes[83].
If the current node is the best, it is considered the maximum value (the highest point of
the mountain). Otherwise, the highest neighbor node is selected to replace the current
node, aiming to ascend the mountain. This iteration continues until the highest point is
reached.

2.6.2 Population solution-based

Descriptive algorithms based on inference is a class one of the ways in which the popu-
lation is updated Candidate solutions replace the existing population with a new, better
one, and usually preserve the population. The community size is constant for each repli-
cate Thus, the parallel exploration of many optima It can happen all at once, instead of
the sequential exploration that the traditional one does Methods, whose point-to-point
research is usually unable to overcome local ailments. Therefore, the possibility of be-
ing trapped in a bad locality is greatly diminished. Most (if not all) population-based
methods are based on processes that occur in nature. thus, unlike the traditional meth-
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ods, they use probability instead of determinism Transition rules, and the application
of stochastic factors to the processes that direct the search, without Which means that
the search performed is random. meta-heuristics algorithms can be categorized based on
their inspiration[98]. There are four main categories of fanatical algorithms based on their
inspiration Universe-based algorithms, Human-based algorithms, Evolutionary-based al-
gorithms, Swarm-intelligence-based algorithms :

Universe-based algorithms

Universe-based algorithms are a class of metaheuristic optimization algorithms that draw
inspiration from the principles of the universe, such as gravity and motion. These algo-
rithms simulate the interactions between celestial bodies or particles to optimize a given
objective function.Water cycle algorithm(WCA)[41], The proposed method is rooted in
the fundamental concepts and ideas inspired by nature, specifically the observation of
the water cycle process and the flow of rivers and streams towards the sea. Sine Cosine
Algorithm (SCA)[88],which takes inspiration from sine and cosine functions and simulates
their behavior to generate and iteratively update candidate solutions based on their fitness
values. By simulating the properties of these mathematical functions. The Archimedes
optimization algorithm(AOA)[55], is a metaheuristic optimization algorithm inspired by
the principles and methods used by the ancient Greek mathematician Archimedes. The
algorithm incorporates various mathematical and physical concepts to solve optimization
problems. The atomic orbital search(AOS)[15],is an optimization algorithm inspired by
the behavior of electrons in atomic orbitals. It draws analogies from quantum mechanics
and utilizes the principles of wave functions and energy levels to solve optimization prob-
lems. Weighted mean of vectors (INFO)[6], INFO is a modified weighted average method
that uses the weighted average concept to construct a fixed structure and update the posi-
tion of vectors using three basic techniques: update rule, vector merging, and local search.
The rule update phase uses the law based on averaging and convergence acceleration to
generate new vectors. The vector combining step combines the resulting vectors with an
update rule to produce a promising solution. The presented algorithm is inspired by the
orbital dynamics observed in the solar system, including the motions of celestial bodies
such as the sun, planets, moons, stars, and black holes. It adopts these orbital behav-
iors to address optimization problems.Solar system algorithm(SSA)[133], The presented
algorithm is inspired by the orbital dynamics observed in the solar system, including the
motions of celestial bodies such as the sun, planets, moons, stars, and black holes. It
adopts these orbital behaviors to address optimization problems. Henry gas solubility
optimization (HGSO)[56], is inspired by the Henry’s law in chemistry, which describes
the solubility of a gas in a liquid. The algorithm mimics the process of gas molecules
dissolving in a liquid and aims to find the optimal solution .

Human-based algorithms

Human-based algorithms, also known as human-in-the-loop or human-guided optimiza-
tion, involve incorporating human input or intervention into the optimization process.
These algorithms aim to harness the strengths of human intuition and creativity to en-
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hance the optimization process, particularly in situations where traditional methods may
struggle to find optimal solutions. Let’s comment on a few algorithms and mention
others. Human mental search(HMS)[92], The poor and rich optimization (PRO)[91], in-
spired by the dynamics of two distinct groups: the poor and the rich, striving to improve
their economic conditions and achieve wealth, applies the concept of poverty and wealth
metaphorically to problems of gentrification. Poor individuals represent the initial so-
lutions or search points with lower fitness values, while rich individuals correspond to
solutions with higher fitness values. the Doctor and Patient Optimization (DPO)[31],
Inspired by the doctor-patient relationship, the algorithm aims to simulate the diagnosis
and treatment process in order to find optimal solutions for complex problems. Where
the optimization problem is dealt with as a patient, the algorithm acts as a doctor trying
to diagnose and provide the best treatment.Harmony Search(HS)[49], is a metaheuristic
search algorithm inspired by the process of musicians improvising to find pleasing har-
monies. In recent years, the HS algorithm has gained a lot of attention due to its many
advantages. They are known for their ease of implementation and rapid convergence of
optimal solutions. The Ebola Optimization Search Algorithm (EOSA)[93], The inspira-
tion behind the Ebola Optimization Algorithm (EOSA) is derived from the Ebola virus
and the way it spreads within a population. The algorithm takes inspiration from the
random movement of individuals among different sub-populations, such as susceptible,
infected, quarantined, hospitalized, recovered, and deceased individuals during an Ebola
outbreak. By simulating the propagation of the disease, the algorithm aims to optimize
solutions in a population-based manner. Bonobo Optimizer (BO)[52] ,is proposed It mim-
ics several interesting reproductive strategies and social behaviour of Bonobos. Bonobos
live in a fission-fusion type of social organization, where they form several groups (fission)
of different sizes and compositions within the society and move throughout the territory.
Afterward, they merge (fusion) again with their society members for conducting specific
activities. Queuing search algorithm(QS)[127], inspired by human activities in queuing.
It draws upon the principles and strategies observed in queuing systems to develop an
efficient search algorithm.

Evolutionary-based algorithms

Evolutionary algorithms (EAs) are stochastic search methods that mimic the natural
biological evolution and/or the social behavior of species. Such algorithms have been
developed to arrive at near-optimum solutions to large-scale optimization problems, for
which traditional mathematical techniques may fail[37]. The most popular evolutionary
techniques are Genetic Algorithm (GA)[37] this algorithm based on theory of Darwin for
evolution. GAs have some operators to evaluate its initial population generated randomly
which are crossover, mutation and selection. the I Ching algorithm (ICA)[24], for opti-
mization problem-solving. The algorithm incorporates unique operators inspired by the
principles of the I Ching, an ancient Chinese cultural system. In addition, the algorithm
utilizes transformation methods such as the penalty method and the multiplier method.
The red deer algorithm(RDA)[43], takes inspiration from the behavior of male red deer
during the mating season. Male red deer engage in competition to secure a large harem
of females for mating purposes.The quantum-inspired evolutionary algorithm(QE)[109]
is designed to handle continuous optimization problems while preserving the concept of
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superposition states. To achieve this, the algorithm incorporates a recursive sampling
technique that progressively tightens the search space. By iteratively refining the search
space .

Swarm-intelligence-based algorithms

Swarm intelligence algorithms are nature-inspired algorithms developed based on organ-
isms such as flocks of birds, ants, and fish[11]. These functions help algorithms in fitness
functions in combination and numerical optimization problems from covering a wide range
of search space, The Pity Beetle Algorithm (PBA)[69], developed by Kallioras is inspired
by the gathering behavior and foraging strategies of Pityogenes chalcographus beetles,
which have the ability to congregate on host trees and efficiently search for optimal nest
sites and food sources using specific behaviors and communication patterns.The Sailfish
Optimizer(SFO)[103], The algorithm you are referring to, which is inspired by a group
of hunting sailfish, utilizes two types of populations: a sailfish population for intensifi-
cation and a sardines population for diversification. is inspired by the behavior of sooty
terns, a species of seabirds known for their remarkable navigation and foraging abili-
ties.Sooty Tern Optimization Algorithm (STOA)[104],The algorithm mimics the foraging
behavior of these birds to solve optimization problems.Chimp Optimization Algorithm
(COA)khishe2020chimp a metaheuristic optimization algorithm inspired by the behav-
ior and social structure of chimpanzees, one of the closest relatives of humans. The
Archerfish Hunting Optimizer(AHO)[134], takes inspiration from the archerfish’s ability
to accurately target and shoot down insects by spitting water from its mouth. Dandelion
Optimizer(DO)[130],is inspired by the characteristics and behavior of dandelion plants.
Dandelions are known for their resilience, adaptability, and efficient dispersal of seeds. The
DO algorithm aims to mimic these qualities in the optimization process. Mountain Gazelle
Optimizer(MGO)[4], is inspired by the behavior and characteristics of mountain gazelles.
Mountain gazelles are known for their agility, speed, and efficient navigation through
complex terrains.Golden eagle optimizer(GEO)[90], is a nature-inspired metaheuristic al-
gorithm inspired by the hunting and foraging behavior of golden eagles. Golden eagles are
known for their powerful flight, keen vision, and efficient hunting strategies. Beluga whale
optimization(BWO)[131] ,is a inspired by the social behavior and foraging strategies of
beluga whales. Beluga whales are known for their cooperative hunting. The Coati Opti-
mization algorithm (COA)[32], is a nature-inspired metaheuristic algorithm that mimics
the foraging behavior and social interaction of coatis. Coatis, also known as coatimundis,
are small mammals found in the Americas and are known for their efficient foraging
strategies and group coordination.Water strider algorithm(WSA)[71], is a metaheuristic
optimization algorithm inspired by the behavior of water striders, a type of insect that
can walk on the surface of water. The algorithm mimics the movement and foraging
strategies of water striders to solve optimization problems. Mouth Brooding Fish (MBF)
[65], is a nature-inspired optimization algorithm that draws inspiration from the behavior
of mouth brooding fish species. Mouth brooding fish, also known as parental fish, exhibit
a unique reproductive strategy where the female fish carries and incubates the fertilized
eggs in her mouth until they hatch. is takes inspiration from the foraging behavior of
nutcracker birds. Nutcracker optimizer(NOA)[3], Nutcracker birds are known for their
unique feeding strategy, where they gather and store food for future consumption.
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2.7 Hybridization method

The concept of hybrid metaheuristics has gained acceptance in recent years, although the
idea of combining different metaheuristic strategies and algorithms has been around since
the 1980s [68].Hybrid solutions in metaheuristic algorithms involve combining two or more
different algorithms or techniques to generate new and potentially better solutions. The
objective of hybridization is to leverage the strengths of each algorithm while mitigating
their weaknesses. There are various approaches to generating hybrid solutions[98].

One approach is the sequential method, where one algorithm is used to generate a set of
candidate solutions, which are then refined using another algorithm. Another approach is
the parallel method, where multiple algorithms work simultaneously to generate solutions,
which are then combined to create new hybrid solutions. The choice of algorithms or
techniques to combine depends on the specific problem being solved and the characteristics
of the search space. It is important to carefully evaluate the performance of the hybrid
algorithm and compare it to the performance of each individual algorithm or technique.

There are five important classes of hybrid metaheuristics[19]: constraint programming,
tree search methods, problem relaxation, and dynamic programming. Hybridization with
metaheuristics involves combining metaheuristics with other heuristics or optimization
techniques, such as greedy algorithms, local search methods, or exact algorithms, to im-
prove their performance. For example, a hybrid algorithm can combine a genetic algorithm
with a local search method to efficiently explore the search space.Several articles have fo-
cused on the development of hybrid algorithms. Some examples include the hybridization
of Grey Wolf Optimization and Particle Swarm Optimization (GWO-PSO)[106], a new
hybrid GA/SA algorithm[126], an efficient hybrid DE-WOA algorithm[132], and improved
hybrid AO and HHO algorithms[113].

Overall, hybrid algorithms provide a powerful approach to solve complex optimization
problems by combining different optimization techniques to improve the performance of
the algorithm. In this work, we propose A novel hybrid metaheuristic optimiser using
Beluga Whale Optimisation, Artificial Jellyfish Search Optimiser, and Honey Badger
Algorithm.

2.8 No-Free-Lunch Theorem

The ”No-Free-Lunch Theorem” states that if an algorithm performs well on a particular set
of optimization problems, it may not perform well on another set of problems. This means
that there is no universally superior algorithm that can outperform all other algorithms
across all optimization problems[48]. However, this does not imply that all algorithms are
equally effective for a given problem. Some algorithms may perform better than others
for certain types of problems, and the choice of algorithm can have a significant impact
on the quality of the solution obtained. Therefore, it is important to carefully consider
the problem being solved and select an algorithm that is well-suited to that particular
problem. This may involve comparing the performance of different algorithms on a set of
benchmark problems or developing a new algorithm specifically tailored to the problem
at hand.
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2.9 Conclusion

In conclusion, scientists and researchers anticipate significant advancements in the field of
metaheuristics in the future, given its wide range of applications across various domains.

The effectiveness of metaheuristics lies in its unique approach to generating solutions,
which enables incremental convergence in search behavior. Achieving optimization relies
heavily on finding the right balance between exploration and exploitation. Additionally,
parameter tuning and control are critical aspects of metaheuristics, as these adjustable
parameters have a significant impact on algorithm behavior and performance. Fine-tuning
and controlling these parameters are essential for optimizing convergence speed, solution
quality, and making informed decisions in random walks. Metaheuristic algorithms are
classified into different categories based on their underlying principles and behaviors.

In this study, our exploration of the field of metaheuristics continues, and in the next
chapter, we propose a novel hybrid metaheuristic optimizer that combines the strengths of
the Beluga Whale Optimization, Honey Badger Algorithm, and Artificial Jellyfish Search
Optimizer.
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3.1 Introduction

Optimization is a fundamental problem-solving approach that aims to find the best pos-
sible solution from a set of feasible alternatives. It plays a crucial role in various do-
mains, including engineering[120], economics [62], logistics[10], and data analysis [111].
The complexity of real-world optimization problems often arises from large search spaces,
non-linear relationships, and multiple conflicting objectives.

To tackle such challenging optimization problems, researchers have developed a di-
verse range of techniques, including metaheuristic algorithms. Metaheuristics are high-
level problem-solving strategies that guide the search process by iteratively exploring
and exploiting the search space to find optimal or near-optimal solutions. Unlike ex-
act optimization methods that guarantee optimal solutions but are limited to small-scale
problems, metaheuristics are capable of handling large-scale and complex optimization
problems [128].

Metaheuristic algorithms draw inspiration from natural phenomena, social behaviors,
and physical processes to create intelligent search strategies. These algorithms itera-
tively improve a population of candidate solutions by iteratively applying exploration
and exploitation techniques. Exploration involves searching new regions of the search
space to discover potential solutions, while exploitation focuses on refining and exploiting
promising solutions to improve their quality. A good balance between exploration and
exploitation is essential for the success of metaheuristic algorithms in solving optimiza-
tion problems. Exploration allows the algorithm to search widely across the search space,
uncovering diverse regions and potentially finding better solutions. It helps prevent the
algorithm from getting stuck in local optima and promotes global exploration. On the
other hand, exploitation focuses on intensively exploiting the promising regions of the
search space, refining and improving the solutions to converge towards the optimal or
near-optimal solutions. Balancing these two aspects ensures that the algorithm maintains
a healthy exploration to discover new regions while exploiting the discovered promising
solutions effectively. A well-balanced approach enables the algorithm to avoid premature
convergence and thoroughly explore the search space to find high-quality solutions [78,
5].

Metaheuristic algorithms can be broadly categorized into two groups based on their
search strategy: population-based algorithms and individual-based algorithms. Population-
based algorithms maintain a population of candidate solutions and explore the search
space collectively, exchanging information between individuals to guide the search pro-
cess. Examples of population-based algorithms include Genetic Algorithms (GA) [75]
and Particle Swarm Optimization (PSO) [112]. On the other hand, individual-based al-
gorithms, also known as trajectory-based algorithms, focus on improving a single solution
or trajectory by iteratively modifying it through exploration and exploitation. Examples
of individual-based algorithms include Simulated Annealing (SA) [18] and Tabu Search
(TS) [50]. These algorithms often rely on a memory mechanism to keep track of previously
visited regions and avoid getting trapped in local optima.

Metaheuristic algorithms have demonstrated their effectiveness and versatility in solv-
ing a wide range of optimization problems in various fields. They have been successfully
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applied in areas such as engineering design [30], scheduling [17], resource allocation [99],
data mining [79], and image processing[14] . The ability of metaheuristic algorithms to
handle complex, non-linear, and multi-objective optimization problems makes them par-
ticularly useful in real-world applications where traditional optimization techniques may
fail to provide satisfactory results.

In this paper, we focus on the combination of three well-known metaheuristic algo-
rithms, Beluga Whale Optimization (BWO), Honey Badger Algorithm (HBA), and Artifi-
cial Jellyfish Search Optimizer (JS), to develop a hybrid metaheuristic algorithm. We aim
to leverage the strengths of these individual algorithms and propose a novel approach that
improves optimization performance by incorporating combined opposition-based learning
and a new balancing mechanism. The algorithm is evaluated on a set of 40 test functions
to assess its effectiveness and robustness.

3.2 Proposed hybrid algorithm

3.2.1 Source of inspiration

To show the working principle of the proposed hybrid algorithm, we explain the three
metaheuristics used for its conception, which are the Beluga Whale Optimization (BWO)
[131], the Honey Badger algorithm (HBA) [57], and the Jellyfish Search Optimizer (JS)
[26]. In the following sections, we present an overview of each one.

Beluga Whale Optimization

The beluga whales (Delphinapterus leucas) [115] are members of whales living in the sea.
They are medium-sized whales that live in the Arctic and subarctic oceans. Beluga whales
are known for their social nature, sharp sense, and unique behavior, such as swimming
with raised pectoral fins, diving and surfacing in a synchronized manner, and releasing
bubbles from their blowholes. They are omnivorous and feed on a variety of prey, including
fish and invertebrates, and can coordinate in groups to attack and feed on fish. However,
they are also under threat from predators such as orcas and polar bears, as well as from
humans. In addition, beluga whales die and fall to the ocean floor, providing a source of
food for other deep-sea creatures. This phenomena is called whale fall. The mathematical
formulation of exploration, exploitation, and whale fall (i.e., local optimum avoidance)
concepts related to BWO are show in Figure 3.1 and are explained in the following sections.

A- Exploration phase The locations of search agents are determined by the pair
swimming behavior, where two beluga whales swim together in a synchronized or mir-
rored manner[131]. This approach allows search agents to explore the search space more
efficiently and effectively, and leads to discover new and possibly better solutions to the
optimization problem being handled. The positions of the different agents are updated
using Equation 3.1.
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Figure 3.1: Behavior of beluga whales, (a) swimming (exploration phase), (b) foraging
(exploitation phase), (c) whale fall (local optimum avoidance) [131].
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Where
t : The current iteration.
X t+1

i,j : The new value of agent i on axis j.
pj : A random number drawn from the range {1, 2, . . . , d}.
X t

i,pj
: The position of agent i on axis pj.

r : A random number drawn from the range {1, 2, . . . , N}.
N : The population size.
r1 and r2 : Random numbers drawn from the range [0, 1].
sin(2πr2) and cos(2πr2) : Designate the mirrored swimming behaviour.

B- Exploitation phase The search agents share information about their current posi-
tions and consider the best solution as well as other nearby solutions when updating their
locations. This mechanism helps the agents to efficiently move towards promising regions
of the search space. The exploitation phase also includes the Lévy flight [84], which is a
type of random walk characterized by long jumps in random directions interspersed with
short local movements. This strategy helps enhancing search agents’ convergence towards
the global solution of the search space. The positions of the different agents are updated
using Equations 3.2, 3.3, and 3.4.
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Where
X t

best : The best solution in the current population.
r3 and r4 : Random numbers drawn from the range [0, 1].
Tmax : The maximum number of iterations.
LF : The lévy flight [84].
υ and ν : Normally distributed random numbers.
β : A constant number that equals 1.5.
Γ : The Gamma function.

C- Balance between exploration and exploitation During the search process, the
balance between exploration and exploitation phases is granted based on a balance factor,
named Bf , which is calculated using Equation 3.5. In addition to that, if the value of Bf

is greater than or equals a specific threshold (e.g. 0.5), then the search space is explored
using Equation 3.1; otherwise, if the value of Bf is less than the same threshold, then the
search space is exploited using Equation 3.2.

Bf = B0

(
1− t

2Tmax

)
(3.5)

D- Whale fall The whale fall phase represents the fact that a beluga whale may die
and become a food source for other creatures. In the BWO algorithm, the whale fall
phase is used as a random operator to introduce diversity and prevent the search process
from being trapped in local optima. The mathematical model of this step is expressed
using Equations 3.6, 3.7, and 3.8.

X t+1
i = r5X

t
i − r6X

t
r + r7Xstep (3.6)

Xstep = (ub − lb) exp(−(2Wf×n)
t

Tmax
) (3.7)

Wf = 0.1− 0.05
t

Tmax

(3.8)

Where
Xr : A random solution taken form the current population.
r5, r6, and r7 : Random numbers drawn from the range [0, 1].
Xstep : Represents the step size by which a dying whale falls.
wf : The probability of whale fall.
ub and lb : Upper and lower bounds of the search space.

Honey Badger Algorithm

Honey badgers are charming mammals known for their bold and stubborn nature. They
are found in semi-deserts and rainforests of Africa, Southwest Asia, and Indian subcon-
tinent. Honey badgers have distinctive fluffy black and white fur. Normally, they have
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Figure 3.2: The black circle indicates the position of the prey, and the blue curve represents
the smell intensity [57].

a body length of 60 to 77 centimeters and a body weight of 7 to 13 kilograms. Honey
badgers rely on two modes for surviving: the digging mode and the honey mode [57]. In
the digging mode, honey badgers use scent to locate prey, dig out and catch the prey.
In the honey mode, honey badgers rely birds to locate beehives and get honey. The
mathematical formulation and concepts related to HBA are explained in the following
sections.

A- Initialization phase A population of initial candidate solutions is randomly gen-
erated between the lower and upper bounds lb and ub for the considered problem using
Equation 3.9.

Xi = lb + r1(ub − lb) (3.9)

where r1 is a random number drawn from the range [0, 1].

B- Exploration phase In nature, honey badgers dig a like-cardioid shape to surround
and catch prey [86]. Figure 3.2 shows the form of a two-dimensional plane figure that has
a heart-shaped curve. The exploration phase of HBA is formulated using Equation 3.10.

X t+1
i = Xbest + F×β×I×Xbest + F×r3×αXdi× | cos(2πr4)×[1− cos(2πr5)] | (3.10)

F =

{
−1 if r6 ≤ 0.5

1 else

Where
X t+1

i : The new position of agent i at iteration t+ 1.
Xbest : The position of the best solution in the current population.
I : The smell intensity, computed using Equation 3.12.
β : Represents the ability of a honey badger to get food (β > 1).
α : The density factor, computed using Equation 3.13.
di : The distance between prey and agent i.
F : A term used to modify the search direction and avoid local optima.
r3, r4, r5, and r6 : Random number drawn from the range [0,1].

C- Exploitation phase The exploitation phase is depicted by honey badgers’ be-
haviours as they approach beehives, when following honey guide birds. It it is math-
ematically represented by Equation 3.11.
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Figure 3.3: The Inverse Square Law [57].

X t+1
i = Xbest + F×r7×α×di (3.11)

where the different terms of Equation 3.11 are the same as Equation 3.10, and r7 is a
random number drawn from the range [0, 1].

D- Smell intensity The smell intensity Ii relies on two factors: the prey energy and
the distance between a honey badger and prey. If the smell concentration is strong, the
motion of the honey badger will be fast and vice versa. This concept is modeled using
the Inverse Square Law [70] and is shown in Figure 3.3. Finally, Equation 3.12 is utilized
to compute the smell intensity used in the exploration phase.

Ii = r2
(X t

i −X t+1
i )2

4πd2i
(3.12)

where r2 is a random number drawn from the range [0, 1], and di is the distance between
prey and agent i.

E- Density factor The density factor α controls the balancing between exploration and
exploitation phases. It ensures the smooth transition form exploration to exploitation.
Equation 3.13 is used for this purpose.

α = C× exp
(
−t
Tmax

)
(3.13)

where C is a constant normally greater than or equals 1, and Tmax is the maximum number
of iterations.

Artificial Jellyfish Search Optimizer

Jellyfish, also known as medusae, are amazing sea creatures that live in different depths
and temperatures of water around the world. They come in a wide variety of shapes, sizes,
and colours. They are made from a soft, translucent, and gelatinous substance. They
usually have a bell-shaped body that gives them a distinctive appearance. The size and
shape of the bell can vary greatly among different jellyfish species. Besides, they have a
wide range of adaptation mechanisms to their oceanic environment. These mechanisms
include specialized structures for hunting prey, such as long tentacles armed with stinging
cells called nematocysts[26]. Jellyfish have two hunting strategies: passive swarming and
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Figure 3.4: The behaviour of jellyfish in the ocean [26].

active swarming. In the former, a specific jellyfish follows the individuals of the school.
In the later, a given jellyfish hunts alone. When jellyfish are not hunting, they are led by
the oceanic current. The behaviour of jellyfish is shown in Figure 3.4. The mathematical
formulation of exploration and exploitation concepts related to JS are explained in the
following sections.

A- Initialization phase The initial population in the majority of metaheuristic algo-
rithms is generally initialized in a random way. This method has two major drawbacks:
slow convergence and tendency to get trapped in local optima due to reduced population
diversity. In order to increase diversity from the initial population, the JS optimizer tested
several chaotic maps [116, 25, 72], and concluded that the logistic map [47] gives a more
diverse initial population compared to random initialization and reduces the premature
convergence problem [25, 74]. Equation 3.14 is used to initialize the first population.

Xi+1 = ηXi(1−Xi) , 0 ≤ X0 ≤ 1 (3.14)

Where
Xi : The logistic chaotic value of the ith jellyfish’s location.
X0 : Used to generate the initial population of jellyfish:

X0 ∈ [0, 1] and X0 6∈ {0, 0.25, 0.5, 0.75, 1}.
η : Set to 4.0.

B- Exploration phase Jellyfish follow the ocean currents to conserve energy and move
quickly. In the JS optimizer, this refers to exploring the search space and generating new
random candidate solutions. Hence, jellyfish updated their positions using Equations 3.15
and 3.16.

X t+1
i = X t

i + rand(0, 1)×
−−−→
trend (3.15)

−−−→
trend = X∗ − β×rand(0, 1)×µ (3.16)
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Where
X t+1

i and Xi : Locations of agent i at iterations t+ 1 and t.
X∗ : The location of the current best solution in the swarm.
β : A distribution coefficient .
µ : The mean location of all jellyfish

C- Exploitation phase Jellyfish move inside the swarm to search for food. In the JS
algorithm, this refers to exploiting the search space. There are two behaviours: either
a jellyfish moves towards the best solution found so far, or it moves randomly looking
for food on its own. These mechanisms are called passive motion and active motion,
respectively [45, 125].

1. Passive motion: The different agents in a specific population update their loca-
tions using Equation 3.17.

X t+1
i = X t

i + γ×rand(0, 1)×(ub − lb) (3.17)

where lb and ub are the lower and upper bounds of the search space, and γ > 0

is a motion coefficient which is related to the length of motion around jellyfish’s
locations.

2. Active motion: To simulate this kind of movement, we randomly select two loca-
tions i and j. If the solution at the location i is better than j, then j moves towards
i and vice versa. Hence, the different agents in a specific population update their
locations using Equation 3.18, and Equation 3.19. This exploitation mechanism has
proven to be very efficient, according to the work reported in [46].

X t+1
i = X t

i + rand(0, 1)×
−→
D (3.18)

−→
D =

{
X t

i −X t
j , if f(X t

i ) < f(X t
j)

X t
j −X t

i , if f(X t
i ) ≥ f(X t

j)
(3.19)

where the variable
−→
D is used to determine the direction of jellyfish and f(.) is the

objective function to be optimized.

D- Time control mechanism A time control model is used in the JS algorithm to
switch between exploration and exploitation, as well as between passive to active motions.
The time control mechanism is represented by Equation 3.21 and depicted by Figure 3.5.

c(t) =

∣∣∣∣(1− t

Tmax
×(2×rand(0, 1)− 1

)∣∣∣∣ (3.20)
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Figure 3.5: The graphical representation of the used time control mechanism.

3.2.2 Mathematical model of the proposed BHJO

By combining the previous algorithms, we aim at designing a more robust and efficient
hybrid metaheuristic algorithm that can take the advantages and strengths of each one.
Hybrid nature-inspired approaches involve combining different optimization algorithms
in order to improve their performance. There are two manners of hybridization, namely
high-level and low-level [107]. In the first type, the algorithms to be hybridized are put
one after another; whereas, in the second type, the similar steps of each algorithm are
merged.

It is worth mentioning out that the exploration and exploitation abilities of the above-
mentioned algorithms – i.e., Beluga Whale Optimization (BWO) [131], the Honey Badger
algorithm (HBA) [57], and the Jellyfish Search Optimizer (JS) [26] – are well balanced.
However, according to the results reported in [131], [57], [26], it was observed that: i) the
exploitation of BWO is better than its exploration; ii) the exploitation of HBA is better
than its exploration; and the exploration of JS is better than its exploitation.

In our algorithm, we have adopted a low-level hybridization to design the BHJO. That
is to say, on the one side, the exploration phases of BWO, HBA, and JS are combined
to design the exploration of BHJO; and one the other side, the exploitation phases of
BWO and HBA are used to design the exploitation of BHJO. The key to success is often
in finding the right combination to create an algorithm that can effectively balance the
trade-off between exploration and exploitation. The exploration consists in generating new
solutions and discovering promising regions, and exploitation aims at improving existing
solutions and avoiding local optima [105].

Initialization phase

To improve the diversity of the population, the logistic map has been used to generate
chaotic sequences [80]. This can enhance the global search ability of BHJO by allowing
it to explore the search space more effectively. Equation 3.14 is used to create the first
population of our algorithm.
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Exploration phase

The exploration phase of our hybrid algorithm is composed of two strategies, namely first
strategy and second strategy. In the first strategy, we combined the exploration of HBA
and JS. In the second strategy, we used the exploration of BWO. To switch between the
first and second strategies, we use the following technique. First, we assume a uniform
random number drawn from the range [0, 1]. Next, if the generated number is less than
0.5, we apply the first strategy; otherwise, we apply the second strategy.

First strategy To perform the first strategy of exploration, we used Equations 3.10
and 3.16 to propose Equation 3.21.

X t+1
i = Xbest×r2 + F×I×

−−−→
trend×di×Bf× | (cos(2×π×r4)×(1− cos(2×π×r5))) | (3.21)

Second strategy To perform the second strategy of exploration, we used Equation 3.1.

Exploitation phase

Similarly, the exploitation phase of our hybrid algorithm is composed of two strategies,
namely first strategy and second strategy. In the first strategy, we used the exploitation
of BWO. In the second strategy, we used the exploitation of HBA. To switch between the
first and second strategies, we use the following technique. First, we assume a uniform
random number drawn from the range [0, 1]. Next, if the generated number is less than
1−Bf , we apply the first strategy; otherwise, we apply the second strategy, where Bf is
computed using Equation 3.22.

First strategy To perform the first strategy of exploitation, we used Equation 3.11.

Second strategy To perform the second strategy of exploitation, we used Equation
3.2.

Balance between exploration and exploitation

In most metaheuristic algorithms, the optimizers explore and then exploit the search
space. This trend has many disadvantages. For instance, during the exploration phase, the
algorithm searches a wide range of solutions to identify promising areas in the search space,
and it might not find optimal or near-optimal solutions. Consequently, the exploitation
phase, as it focuses on intensifying the search in selected regions, can cause the algorithm
to prematurely converge to a suboptimal solution, without exploring other regions of the
search space that may contain better solutions. Therefore, we propose a mathematical
technique that allows exploration in a wide range of solutions to identify promising areas
in the field of research and intensify research in promising areas at the same time to ensure
an effective balance between exploration and exploitation and finding optimal solutions.
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Figure 3.6: The curve of balancing between exploration and exploitation phases.

Figure 3.6 depicts the curve of balancing between exploration and exploitation, which is
defined by Equation 3.22.

Bf =| ((C×r1 − 1)×(1 +m×cos(2×π×f×(
t

tmax

))×cos(2×π×f×
√
t))) | (3.22)

where C, f , and m are constant numbers set to 2, 5, and -3, respectively, and r1 is a
uniform random number.

Local optimum avoidance

To avoid getting stuck in local optimum we used Equation 3.6.

Combined Opposition-Based Learning

The Combined Opposition-Based Learning (COBL) [117] is a novel research strategy
that integrates two enhanced variants of opposition-based learning, namely the Lens
Opposition-Based Learning [42] and Random Opposition-Based Learning [110]. The
COBL is known for its ability to increase the convergence speed of metaheuristics [117].
It achieves this by utilizing the concept of lens opposition, which involves creating an
opposite solution based on the lens formed between the current solution and the global
best solution. By incorporating COBL in our hybrid algorithm, this would help escaping
local optima and avoiding the premature convergence problem because the COBL focuses
on promoting the population diversity. The COBL is given by Equation 3.23. It is worth
emphasizing that Equation 3.23 is applied each time a candidate solution is created or
updated.

¯XCOBL =

{
lbi + ubi − rand×Xi , if q < 0.5
lbi+ubi

2
+ lbi+ubi

2k
− Xi

k
, otherwise

(3.23)
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3.2.3 Pseudocode and time complexity of the proposed BHJO

Algorithm 1 describes the different steps of the proposed hybrid algorithm. Theoreti-
cally, the computational complexity of BHJO is an important metric to assess its perfor-
mance. It includes three processes: fitness evaluation, initialization of the first popula-
tion, and updating of search agents. First, the time complexity of the fitness evaluation is
O(D) v O(n). Second, the time complexity of the initialisation of the first population is
O(max{Npop, NpopD}) v O(n2). Finally, the time complexity of the swarming behaviour
is O(TmaxNpopD) v O(n3). Form the previous time complexities, we conclude that the
time complexity of BHJO is O(n3).

3.3 Experimental results and discussion

The proposed BHJO algorithm is implemented using MATLAB version R2016a. The lap-
top’s configuration is Intel(R) Core(TM) i5-3230M CPU @ 2.60GHz, 2601MHz processor
and 8.0 GB of RAM. The laptop’s OS is Microsoft Windows 10 Enterprise 64–bit. The
numerical efficiency of BHJO is evaluated on 40 challenging benchmark test functions of
different complexity. To validate the performance of BHJO, the obtained results are com-
pared to seven state-of-the-art optimization algorithms; namely, BWO [131], HBA [57],
JS [26], WOA [89], MFO [87], PSO [73], and HHO [59]. These algorithms are relatively
new, but they have shown outstanding performance when compared to many optimizers.
The population size for all the optimizers is set to 30. In addition, each algorithm was run
30 times to minimize the variance, and each run was iterated 1000 iterations to ensure the
validity of the law of large numbers. we discuss the performance of BHJO on the selected
benchmark test functions.

To evaluate the effectiveness of BHJO, a collection of 40 well-established benchmark
test functions from the existing literature is selected [35, 123]. This set covers four func-
tions’ types: unimodal, multimodal, hybrid, and composition functions. Tables 3.1, 3.2,
3.3, 3.4, and 3.5 give an overview on the details of each function: mathematical expression,
dimension, optimum, etc. On the one hand, unimodal functions ({F1, . . . , F7}) have only
one global optimum, and they are used to assess the exploitation ability of optimization
methods; while, on the other hand, multimodal functions {F8, . . . , F20}) possess several
local optimums, and they are employed to evaluate the exploration ability of optimization
methods, i.e., the avoidance of local optimums and the prevention of the premature con-
vergence. Finally, the hybrid and composition functions ({F21, . . . , F40}) are know to be
very challenging and hard functions. They have a large number of local optimums, and
they are used to evaluate the well-balance between the exploration and the exploitation
in metaheuristic algorithms.

In this paragraph, we present the parameter settings employed in our hybrid algo-
rithm, as well as the parameter settings used for the comparative study involving other
algorithms. Regarding the comparative study, we considered seven state-of-the-art meta-
heuristic algorithms: BWO [131], HBA [57], JS [26], WOA [89], MFO [87], PSO [73], and
HHO [59]. In the comparative study, the parameter settings for the algorithms utilized
were obtained from their respective papers. These settings were chosen based on the
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Algorithm 1: The pseudo-code of the BHJO algorithm.
Input: Initialize the different parameters of BHJO.
Input: Define the objective function to be minimized f(X).

1 Initialize the pseudo-time t← 0

/* Initialization of the first population */
2 Initialize the first population Xt

i where i ∈ {1, 2, . . . , Npop} using Equation 3.14
3 for i← 1to Npop do
4 Compute X̄t

i the opposite of Xt
i using Equation 3.23

5 Xt
i takes the location that minimizes f(X) among the locations X̄t

i and Xt
i

6 Check the boundaries of the solution Xt
i

7 end
/* Swarming behaviour of BHJO */

8 t← t+ 1

9 while (t ≤ Tmax) do
10 Compute the factor Bf using Equation 3.22
11 for i← 1 to Npop do

/* Exploration of the search space */
12 if (Bf ≥ 0.5) then

/* First strategy */
13 if (rand < 0.5) then
14 Compute the position Xt

i using Equation 3.21
15 end

/* Second strategy */
16 else
17 Compute the position Xt

i using Equation 3.1
18 end
19 end

/* Exploitation of the search space */
20 else

/* First strategy */
21 if Rand(0, 1) > (1−Bf ) then
22 Compute the position Xt

i using Equation 3.2
23 end

/* Second strategy */
24 else
25 Compute the position Xt

i using Equation 3.11
26 end
27 end
28 Compute X̄t

i the opposite of Xt
i using Equation 3.23

29 Compute ¯Xt−1
i the opposite of Xt−1

i using Equation 3.23
30 Xt

i takes the location that minimizes f(X) among the locations X̄t
i , Xt

i ,
¯Xt−1
i and

Xt−1
i

31 Check the boundaries of the solution Xt
i

32 end
/* Local optimums avoidance */

33 Compute the parameter Wf using Equation 3.8
34 for i← 1to Npop do
35 if Bf ≤Wf then
36 Compute the position Xt

i using Equation 3.6
37 Compute X̄t

i the opposite of Xt
i using Equation 3.23

38 Xt
i takes the location that minimizes f(X) among the locations X̄t

i and Xt
i

39 Check the boundaries of the solution Xt
i

40 end
41 end
42 t← t+ 1

43 end
44 Output the best solution
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Table 3.1: The description of unimodal functions.

ID Mathematical Expression Dimension Range Global Optimum
F1 f(x) =

∑D
i=1 x

2
i {30, 50, 100, 1000} [−100, 100] 0

F2 f(x) = (
∑D

i=1 x
2
i )

2 {30, 50, 100, 1000} [−100, 100] 0

F3 f(x) =
∑D

i=1 |xi|+
∏D

i=1 |xi| {30, 50, 100, 1000} [−100, 100] 0

F4 f(x) = maxi{|xi|, 1 < i < n} {30, 50, 100, 1000} [−100, 100] 0

F5 f(x) =
∑D

i=1 ix
2
i {30, 50, 100, 1000} [−100, 100] 0

F6

f(x) =
∑D−4

j=1 [(xi−1 − 10xi)
2

+5(xi+1 − xi+2)
2

+(xi − xi+ 1)4

+10(xi−1 − xi+2)
4]

{30, 50, 100, 1000} [−4, 5] 0

F7 f(x) =
∑D

i=1 x
10
i {30, 50, 100, 1000} [−100, 100] 0

Table 3.2: The description of multimodal functions.

ID Mathematical Expression Dimension Range Global Optimum
F8 f(x) = 0.5 +

sin2(x2
1−x2

2)−0.5

[1+0.001(x2
1+x2

2)]
2 {30, 50, 100, 1000} [−500, 500] 0

F9 f(x) = 10D +
∑D

i=1[x
2
i − 10 cos(2πxi)] {30, 50, 100, 1000} [−5.12, 5.12] 0

F10
f(x) = −20 exp(−0.2

√
1
D

∑D
i=1 x

2
i )

− exp( 1
D

∑D
i=1 cos(2πxi)) + 20 + exp(1)

{30, 50, 100, 1000} [−32, 32] 0

F11 f(x) = 1 +
∑D

i=1
x2
i

4000
−

∏
cos( xi√

i
) {30, 50, 100, 1000} [−600, 600] 0

F12 f(x) = x2
1 + 106

∑D
i=2 x

2
i {30, 50, 100, 1000} [−10, 10] 0

F13

f(x) = 0.1(sin( 3πx1) +
∑n

i=1(xi − 1)2

[1 + sin( 3πxi+1)] + (xn − 1)2[1 + sin( 2πxi)])+∑D
i=1 u(xi, 5, 100, 4)

{30, 50, 100, 1000} [−50, 50] 0

u(xi, a, k,m) =


k(xi − a)m , ifxi > a

0 , if − a ≤ xi ≤ a

k(−xi − a)m , xi < −a
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Table 3.3: The description of fixed-multimodal functions.

ID Mathematical Expression Dimension Range Global Optimum
F14 f(x) = 0.26(x2

1 + x2
2)− 0.48x1x2 2 [−10, 10] 0

F15 f(x) = −
∑m

j=1(
∑4

i=1(xj − Cji)
2 + βi)

−1 4 [0, 10] 0

F16

f(x) = − 0.001
[0.0012+(x1−0.4x2−0.1)2]

− 0.001
[0.0012+(2x1+x2−1.5)2]

2 [−500, 500] −2000

F17 f(x) = (2x3
1x2 − x3

2)
2 + (6x1 − x2

2 + x2) 2 [−500, 500] 0

F18 f(X) =
∑11

i=1[αi
x1(β2

i +βix2)

β2
i

+ βix3 + x4]
2 4 [−5, 5] 3

F19

f(x) = 100(x1 − x2
2)

2 + (1− x1)
2

+90(x4 − x2
3)

2 + (1− x3)
2

+10.1(x2 − 1)2 + (x4 − 1)2

+19.8(x2 − 1)(x4 − 1)

4 [−10, 10] 0

F20 f(x) = 0.5x2
1 + 0.5[1− cos 2x1] + x2

2 2 [−500, 500] 0

m = 10

β = 1
10
(1, 2, 2, 4, 4, 6, 3, 7, 5, 5)T

C =


4.0 1.0 8.0 6.0 3.0 2.0 5.0 8.0 6.0 7.0

4.0 1.0 8.0 6.0 7.0 9.0 3.0 1.0 2.0 3.6

4.0 1.0 8.0 6.0 3.0 2.0 5.0 8.0 6.0 7.0

4.0 1.0 8.0 6.0 7.0 9.0 3.0 1.0 2.0 3.6



Table 3.4: The description of hybrid functions.

ID ID in CEC Dimension Range Global Optimum
F21 Hybrid Function F17 (N=4) (CEC2017) 10 [−100, 100] 1700

F22 Hybrid Function F14 (N=4) (CEC2017) 10 [−100, 100] 1400

F23 Hybrid Function F20 (N=6) (CEC2017) 10 [−100, 100] 2000

F24 Hybrid Function F11 (N=3) (CEC2017) 10 [−100, 100] 1100

F25 Hybrid Function F6 (N = 3) (CEC 2020) 10 [−100, 100] 1700

F26 Hybrid Function F8 (N = 5) (CEC2021) 10 [−100, 100] 2100

F27 Hybrid Function F5 (N = 5) (CEC2021) 10 [−100, 100] 2100

F28 Hybrid Function F6 (N = 5) (CEC2021) 10 [−100, 100] 2200

F29 Hybrid Function F7 (N = 4) (CEC2020) 10 [−100, 100] 1600

F30 Hybrid Function F19 (N = 6) (CEC2017) 10 [−100, 100] 1900
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Table 3.5: The description of composition functions.

ID ID in CEC Dimension Range Global Optimum
F31 Composition Function F20 (N=3) (CEC 2017) 10 [−100, 100] 2100

F32 Composition Function F28 (N=3) (CEC 2017) 10 [−100, 100] 2900

F33 Composition Function F23 (N=4) (CEC 2017) 10 [−100, 100] 2200

F34 Composition Function F24 (N=4) (CEC 2017) 10 [−100, 100] 2300

F35 Composition Function F8 (N = 3) (CEC 2020) 10 [−100, 100] 2300

F36 Composition Function F9 (N = 4) (CEC 2020) 10 [−100, 100] 2200

F37 Composition Function F10 (N = 5) (CEC 2020) 10 [−100, 100] 2500

F38 Composition Function F12 (N = 6) (CEC 2021) 10 [−100, 100] 2700

F39 Composition Function F11 (N = 5) (CEC 2021) 10 [−100, 100] 2600

F40 Composition Function F12 (N = 6) (CEC 2021) 10 [−100, 100] 2700

authors’ recommendations and empirical evaluations, ensuring consistency and compara-
bility with the existing literature. By adopting the parameter settings from the original
papers, we aimed to establish a reliable basis for evaluating and comparing the perfor-
mance of our algorithm against the established state-of-the-art methods. The values used
in the BHJO algorithm are taken from the three algorithms utilized for its conception.
By employing these specific parameter settings, we aim to ensure fair and comprehensive
comparisons among the algorithms in our study, ultimately providing valuable insights
into their performance and effectiveness. Table 3.6 provides a detailed overview of these
parameters and their respective values. It is worth mentioning out that all the optimiza-
tion algorithms share a population size of 30, and the number of iterations is set to 1000;
moreover, each algorithm is run 30 times to ensure reliable and consistent results.

Tables 3.7, 3.8, 3.9, 3.10, 3.12, 3.13, and 3.14 present the statistical results of our com-
parative study, providing essential insights into the performance of the algorithms under
evaluation. These tables encompass various statistical measures, including the average
and standard deviation. The average values offer a representative measure of the algo-
rithm’s overall performance, while the standard deviation provides an indication of the
degree of variability in the results. By reporting these comprehensive statistical measures,
we aim to offer a comprehensive and informative evaluation of the comparative study, fa-
cilitating a deeper understanding of the algorithms’ performance and enabling meaningful
comparisons between the methods. Schemes are shown in Figure 3.8 Preliminary note Is
that the BHJO algorithm can reveal great results compared to the other seven algorithms.

We perform the Friedman’s test to analyze repeated measures data. If the Friedman’s
test reveals a significant difference among the groups, then post hoc tests can be per-
formed to determine which groups differ from each other. One commonly used post hoc
test for the Friedman’s test is the Dunn’s test. The Dunn’s test is a pairwise comparison
test that compares all possible pairs of groups and identifies significant differences be-
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Table 3.6: Parameters’ values of the algorithms used for the comparative study.

Algorithm Parameter Vaule

BHJO

Probability of whale fall decreased at interval Wf [0.1, 0.05]

m m = −3
f f = 5

C C = 2

β β = 3

BWO Probability of whale fall decreased at interval Wf [0.1, 0.05]

HBA β (the ability of a honey badger to get food) β = 6

C C = 2

JS β (Spatial distribution) β = 3

PSO Inertia weight linearly decreased at interval [0.9, 0.2]

Cognitive and social constant c1 = 2, c2 = 2

HHO Probability thresholds of escaping, escaping energy 0.5, 0.5

WOA Probability of encircling mechanism, spiral factor 0.5, 1

MFO Convergence constant a = [−2,−1]
Spiral factor b = 1

Table 3.7: Statistical results obtained for the unimodal and multimodal functions with
D = 30.

ID BHJO BWO HBA JS PSO WOA HHO MFO

F1
AVG 0.00E+00 0.00E+00 1.48E-277 2.64E-39 2.47E-01 1.64E-150 3.05E-183 1.00E+03
STD 0.00E+00 0.00E+00 0.00E+00 6.46E-39 1.52E-01 6.92E-150 0.00E+00 3.051E+03

F2
AVG 0.00E+00 0.00E+00 0.00E+00 9.26E-78 1.23E-01 4.45E-299 0.00E+00 1.66E+07
STD 0.00E+00 0.00E+00 0.00E+00 5.56E-78 2.60E-01 0.00E+00 0.00E+00 3.79E+07

F3
AVG 0.00E+00 3.94E-260 4.68E-145 1.67E-19 4.90E+00 1.90E-101 7.06E-91 4.40E+02
STD 0.00E+00 0.00E+00 1.99E-144 3.00E-19 2.64E+01 1.00E-100 3.87E-90 2.35E+02

F4
AVG 0.00E+00 1.77E-252 1.83E-117 1.032E-15 1.49E+00 4.06E+01 1.00E-90 6.72E+01
STD 0.00E+00 0.00E+00 6.94E-117 7.82E-16 2.74E-01 3.05E+01 2.31E-90 6.87E+00

F5
AVG 0.00E+00 0.00E+00 9.28E-274 2.91E-38 2.64E+00 6.50E-151 3.05E-185 6.866E+04
STD 0.00E+00 0.00E+00 0.00E+00 8.14E-38 1.22E+00 3.01E-150 0.00E+00 8.19E+04

F6
AVG 2.36E-223 0.00E+00 4.61E-174 1.06E-06 7.17E+01 4.57E-07 8.34E-187 1.057E+03
STD 0.00E+00 0.00E+00 0.00E+00 2.62E-06 4.12E+01 1.64E-06 0.00E+00 1.38E+03

F7
AVG 0.00E+00 0.00E+00 0.00E+00 1.43E-163 2.56E+00 0.00E+00 0.00E+00 2.372E+04
STD 0.00E+00 0.00E+00 0.00E+00 0.00E+00 3.75E+00 0.00E+00 0.00E+00 6.44E+04

F8
AVG 0.00E+00 0.00E+00 0.00E+00 1.12E+01 1.10E+01 6.48E-01 0.00E+00 6.896E+00
STD 0.00E+00 0.00E+00 0.00E+00 6.40E-01 6.56E-01 1.63E+00 0.00E+00 1.40E+00

F9
AVG 0.00E+00 0.00E+00 0.00E+00 1.37E+01 1.08E+02 0.00E+00 0.00E+00 1.57E+02
STD 0.00E+00 0.00E+00 0.00E+00 6.57E+00 2.98E+01 0.00E+00 0.00E+00 3.90E+01

F10
AVG 4.44E-16 4.44E-16 1.99E+00 5.06E-15 1.03E+00 4.11E-15 4.44E-16 1.630E+02
STD 0.00E+00 0.00E+00 6.07E+00 1.65E-15 5.65E-01 2.18E-15 0.00E+00 5.83E+00

F11
AVG 0.00E+00 0.00E+00 0.00E+00 0.00E+00 2.64E-02 2.06E-03 0.00E+00 1.50E+02
STD 0.00E+00 0.00E+00 0.00E+00 0.00E+00 1.53E-02 1.13E-02 0.00E+00 4.14E+01

F12
AVG 0.00E+00 0.00E+00 3.80E-279 1.75E-40 3.75E-01 2.02E-151 1.71E-180 1.66E+02
STD 0.00E+00 0.00E+00 0.00E+00 2.31E-40 2.42E-01 1.10E-150 0.00E+00 1.60E+02

F13
AVG 2.28E-08 8.98E-25 1.18E-01 9.57E-03 1.05E-01 1.52E-01 2.02E-05 2.73E+07
STD 2.68E-08 2.72E-24 1.66E-01 1.27E-02 6.74E-02 1.18E-01 2.88E-05 1.04E+08
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(a) Test function F1. (b) Test function F2. (c) Test function F3.

(d) Test function F4. (e) Test function F5 (f) Test function F6

(g) Test function F7 (h) Test function F8 (i) Test function F9

(j) Test function F10 (k) Test function F11

images/58.png

(l) Test function F12

Figure 3.7: Scalability analysis (F1 − F12) of the BHJO algorithm (1/2) .
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Table 3.8: Statistical results obtained for the unimodal and multimodal functions with
D = 50.

ID BHJO BWO HBA JS PSO WOA HHO MFO

F1
AVG 0.00E+00 0.00E+00 2.25E-263 2.43E-36 7.83E+00 2.46E-148 2.80E-189 4.03E+03
STD 0.00E+00 0.00E+00 0.00E+00 4.19E-36 2.71E+00 8.84E-148 0.00E+00 5.61E+03

F2
AVG 0.00E+00 0.00E+00 0.00E+00 2.551E-71 5.43E+01 1.65E-297 0.00E+00 1.09E+08
STD 0.00E+00 0.00E+00 0.00E+00 1.17E-70 3.15E+01 0.00E+00 0.00E+00 1.90E+08

F3
AVG 0.00E+00 8.52E-259 1.55E-137 3.32E-18 2.24E+02 9.69E-98 3.71E-94 6.61E+02
STD 0.00E+00 0.00E+00 5.49E-137 2.23E-18 1.61E+02 5.30E-97 1.82E-93 2.85E+02

F4
AVG 0.00E+00 1.22E-245 4.31E-105 7.48E-15 3.16E+00 5.50E+01 1.09E-93 8.34E+01
STD 0.00E+00 0.00E+00 6.94E-117 4.87E-15 3.67E-01 3.32E+01 5.29E-93 4.63E+00

F5
AVG 0.00E+00 0.00E+00 4.64E-259 2.74E-35 1.49E+02 8.35E-149 6.46E-179 2.49E+05
STD 0.00E+00 0.00E+00 0.00E+00 2.93E-35 5.62E+01 3.78E-148 0.00E+00 1.82E+05

F6
AVG 2.98E-261 0.00E+00 4.61E-174 3.81E-10 6.73E+02 2.76E-10 3.11E-179 4.23E+03
STD 0.00E+00 0.00E+00 0.00E+00 1.82E-09 1.38E+02 1.51E-09 0.00E+00 2.71E+03

F7
AVG 0.00E+00 0.00E+00 0.00E+00 2.84E-153 6.03E+03 0.00E+00 0.00E+00 2.39E+14
STD 0.00E+00 0.00E+00 0.00E+00 8.00E-153 8.91E+03 0.00E+00 0.00E+00 6.26E+14

F8
AVG 0.00E+00 0.00E+00 0.00E+00 2.03E+01 1.94E+01 4.62E-01 0.00E+00 1.30E+01
STD 0.00E+00 0.00E+00 0.00E+00 7.16E-01 9.36E-01 1.86E+00 0.00E+00 2.04E+00

F9
AVG 0.00E+00 0.00E+00 0.00E+00 1.16E+01 3.10E+02 3.78E-15 0.00E+00 3.187E+02
STD 0.00E+00 0.00E+00 0.00E+00 1.58E+01 5.98E+01 2.07E-14 0.00E+00 4.58E+01

F10
AVG 4.44E-16 4.44E-16 3.07E+00 6.48E-15 1.03E+00 2.69E-15 4.44E-16 1.90E+01
STD 0.00E+00 0.00E+00 6.07E+00 1.65E-15 3.34E-01 2.37E-15 0.00E+00 1.33E+00

F11
AVG 0.00E+00 0.00E+00 0.00E+00 0.00E+00 1.73E-01 8.19E-03 0.00E+00 8.806E+01
STD 0.00E+00 0.00E+00 0.00E+00 0.00E+00 4.03E-02 2.54E-02 0.00E+00 7.64E+01

F12
AVG 0.00E+00 0.00E+00 3.74E-264 2.72E-37 8.58E+00 8.13E-149 1.86E-175 1.890E+02
STD 0.00E+00 0.00E+00 0.00E+00 5.65E-37 3.88E+00 2.60E-148 0.00E+00 2.85E+02

F13
AVG 1.72E-07 7.02E-25 1.29E+00 1.62E-02 2.09E+00 6.74E-01 2.17E-05 9.56E+07
STD 7.25E-07 2.78E-24 5.86E-01 1.88E-02 7.50E-01 3.44E-01 2.505E-05 3.35E+08
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Table 3.9: Statistical results obtained for the unimodal and multimodal functions with
D = 100.

ID BHJO BWO HBA JS PSO WOA HHO MFO

F1
AVG 0.00E+00 0.00E+00 2.68E-251 6.64E-34 1.03E+02 5.91E-143 2.80E-189 2.89E+04
STD 0.00E+00 0.00E+00 0.00E+00 8.56E-34 1.61E+01 3.23E-142 0.00E+00 1.20E+04

F2
AVG 0.00E+00 0.00E+00 0.00E+00 4.18E-67 1.03E+03 1.24E-292 0.00E+00 1.551E+09
STD 0.00E+00 0.00E+00 0.00E+00 1.05E-66 4.91E+03 0.00E+00 0.00E+00 1.41E+09

F3
AVG 0.00E+00 3.96E-258 2.27E-132 5.61E-17 3.74E+32 1.90E-99 5.49E-94 2.37E+03
STD 0.00E+00 0.00E+00 4.89E-132 3.33E-17 2.05E+33 8.50E-99 2.94E-93 4.42E+02

F4
AVG 0.00E+00 2.85E-245 4.68E-82 5.00E-14 9.54E+00 7.37E+01 1.28E-92 9.35E+01
STD 0.00E+00 0.00E+00 2.41E-81 2.67E-14 1.06E+00 2.43E+01 4.86E-92 2.05E+00

F5
AVG 0.00E+00 0.00E+00 9.84E-247 2.66E-32 5.08E+03 2.86E-147 6.46E-179 1.70E+06
STD 0.00E+00 0.00E+00 0.00E+00 3.16E-32 1.37E+03 1.21E-146 0.00E+00 8.16E+05

F6
AVG 3.63E-274 0.00E+00 1.31E-237 5.60E-14 1.10E+04 1.65E-28 3.11E-179 1.04E+04
STD 0.00E+00 0.00E+00 0.00E+00 3.07E-13 3.37E+03 8.50E-28 0.00E+00 5.64E+03

F7
AVG 0.00E+00 0.00E+00 0.00E+00 8.31E-143 1.08E+07 0.00E+00 0.00E+00 8.40E+19
STD 0.00E+00 0.00E+00 0.00E+00 4.33E-142 5.91E+06 0.00E+00 0.00E+00 2.54E+19

F8
AVG 0.00E+00 0.00E+00 0.00E+00 4.37E+01 4.19E+01 1.04E-01 0.00E+00 3.27E+01
STD 0.00E+00 0.00E+00 0.00E+00 8.29E-01 1.07E-01 5.73E-01 0.00E+00 1.47E+00

F9
AVG 0.00E+00 0.00E+00 0.00E+00 0.00E+00 1.06E+03 0.00E+00 0.00E+00 7.66E+02
STD 0.00E+00 0.00E+00 0.00E+00 0.00E+00 1.35E+02 0.00E+00 0.00E+00 7.02E+01

F10
AVG 4.44E-16 4.44E-16 6.62E-01 6.48E-15 5.38E+00 2.69E-15 4.44E-16 1.98E+01
STD 0.00E+00 0.00E+00 3.63E+00 1.6559E-15 3.338E-01 2.3756E-15 0.00E+00 2.134E-01

F11
AVG 0.00E+00 0.00E+00 0.00E+00 0.00E+00 8.20E-01 0.00E+00 0.00E+00 2.606E+02
STD 0.00E+00 0.00E+00 0.00E+00 0.00E+00 9.11E-02 0.00E+00 0.00E+00 1.01E+02

F12
AVG 0.00E+00 0.00E+00 9.70E-252 4.04E-35 1.06E+02 5.39E-148 1.86E-175 1.65E+03
STD 0.00E+00 0.00E+00 0.00E+00 4.82E-35 1.93E+01 2.66E-147 0.00E+00 6.74E+02

F13
AVG 3.07E-07 4.30E-26 7.41E+00 1.86E-01 1.03E+02 1.59E+00 2.84E-05 3.70E+08
STD 9.73E-07 1.46E-25 6.56E-01 7.84E-02 3.29E+01 8.06E-01 4.52E-05 3.45E+08
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Table 3.10: Statistical results obtained for the unimodal and multimodal functions with
D = 1000.

ID BHJO BWO HBA JS PSO WOA HHO MFO

F1
AVG 0.00E+00 0.00E+00 2.26E-229 1.83E-30 4.43E+04 5.77E-143 2.96E-182 2.62E+06
STD 0.00E+00 0.00E+00 0.00E+00 2.75E-30 1.68E+03 3.06E-142 0.00E+00 8.99E+04

F2
AVG 0.00E+00 0.00E+00 0.00E+00 5.17E-60 1.97E+09 1.51E-279 0.00E+00 2.66E+04
STD 0.00E+00 0.00E+00 0.00E+00 1.17E-59 1.82E+09 0.00E+00 0.00E+00 8.72E+04

F3
AVG 2.89E-256 7.16E-236 INF INF 1.00E+300 6.27E-04 1.34E-90 INF
STD 0.00E+00 0.00E+00 NaN NaN 1.00E+300 3.57E-04 7.026E-90 NaN

F4
AVG 0.00E+00 0.00E+00 9.60E-228 3.01E-28 8.18E+06 4.51E-145 2.46E-177 5.01E+08
STD 0.00E+00 0.00E+00 0.00E+00 3.05E-28 2.44E+06 2.18E-143 0.00E+00 1.34E+07

F5
AVG 0.00E+00 0.00E+00 1.39E-222 5.94E-28 2.16E+07 6.88E-137 2.80E-171 1.17E+09
STD 0.00E+00 0.00E+00 0.00E+00 1.16E-27 1.09E+06 3.76E-136 0.00E+00 2.87E+07

F6
AVG 0.00E+00 0.00E+00 1.52E-228 6.31E-32 1.53E+06 3.79E-106 3.32E-184 6.70E+05
STD 0.00E+00 0.00E+00 0.00E+00 1.052E-31 1.84E+05 2.08E-105 0.00E+00 5.10E+04

F7
AVG 0.00E+00 0.00E+00 0.00E+00 6.05E-124 8.88E+14 0.00E+00 0.00E+00 5.29E+21
STD 0.00E+00 0.00E+00 0.00E+00 3.19E-123 1.76E+15 0.00E+00 0.00E+00 2.77E+20

F8
AVG 0.00E+00 0.00E+00 0.00E+00 3.20E+02 4.60E+02 9.44E-01 0.00E+00 4.67E+02
STD 0.00E+00 0.00E+00 0.00E+00 1.11E+02 3.97E+04 5.17E+00 0.00E+00 3.42E+00

F9
AVG 0.00E+00 0.00E+00 0.00E+00 3.20E+02 1.62E+04 6.06E-14 0.00E+00 1.47E+04
STD 0.00E+00 0.00E+00 0.00E+00 0.00E+00 3.33E+02 3.32E-13 0.00E+00 1.89E+02

F10
AVG 4.44E-16 4.44E-16 2.65E+00 7.54E-15 1.61E+01 4.20E-15 4.44E-16 2.01E+01
STD 0.00E+00 0.00E+00 6.88E+00 0.00E+00 3.51E+02 2.45E-15 0.00E+00 1.96E-01

F11
AVG 0.00E+00 0.00E+00 0.00E+00 5.55E-17 3.044E+01 0.00E+00 0.00E+00 2.22E+04
STD 0.00E+00 0.00E+00 0.00E+00 5.64E-17 1.93E+00 0.00E+00 0.00E+00 5.33E+02

F12
AVG 0.00E+00 0.00E+00 1.60E-232 4.92E-32 2.38E+04 6.15E-146 1.25E-182 3.37E+04
STD 0.00E+00 0.00E+00 0.00E+00 8.51E-32 1.58E+03 3.21E-145 0.00E+00 5.29E+03

F13
AVG 5.51E-04 7.97E-26 9.91E+01 6.66E+00 1.52E+08 2.09E+01 1.27E-04 4.94E+10
STD 9.75E-04 2.18E-25 2.42E-01 1.97E+00 1.60E+07 5.10E+00 1.21E-04 1.52E+09

Table 3.11: Statistical results obtained for the fixed-dimension multimodal functions over
different dimensions.

ID BHJO BWO HBA JS PSO WOA HHO MFO

F14
AVG 0.00E+00 0.00E+00 0.00E+00 3.36E-165 3.53E-31 0.00E+00 0.00E+00 1.14E-48
STD 0.00E+00 0.00E+00 0.00E+00 0.00E+00 1.35E-30 0.00E+00 0.00E+00 6.23E-48

F15
AVG -1.05E+01 -1.05E+01 -8.72E+00 -9.68E+00 -1.05E+01 -8.13E+00 -5.09E+00 -6.36E+00
STD 5.12E-03 2.08E-06 3.07E+00 2.21E+00 1.14E-05 2.95E+00 1.96E-01 3.54E+00

F16
AVG -1.83E+03 -1.55E+03 -1.00E+03 -9.98E+02 -1.00E+03 -1.99E+03 -1.99E+03 -1.00E+03
STD 2.33E+02 2.84E+02 1.15E-13 3.29E+00 3.58E-13 1.90E+01 1.07E-01 0.00E+00

F17
AVG 0.00E+00 5.83E-33 5.55E-15 2.51E-12 1.50E-10 6.44E-06 5.71E-11 5.93E-07
STD 0.00E+00 3.08E-32 1.16E-14 4.92E-12 5.09E-10 1.23E-05 3.00E-10 2.11E-06

F18
AVG 8.44E-04 3.37E-04 5.41E-03 3.15E-04 9.59E-04 7.17E-04 3.26E-04 1.65E-03
STD 3.5079E-04 4.40E-05 9.11E-03 4.17E-05 2.14E-04 4.01E-04 1.85E-05 3.56E-03

F19
AVG 3.24E-06 1.26E-03 1.23E-08 2.02E-06 4.03E-02 1.20E+00 8.67E-05 1.12E+00
STD 9.44E-06 1.081E-03 3.54E-08 3.97E-06 4.07E-02 1.66E+00 1.17E-04 1.54E+00

F20
AVG 0.00E+00 0.00E+00 0.00E+00 5.13E-244 1.49E-38 1.58E-215 4.13E-215 8.58E-212
STD 0.00E+00 0.00E+00 0.00E+00 0.00E+00 7.20E-38 0.00E+00 0.00E+00 0.00E+00
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Table 3.12: Statistical results obtained for the fixed-dimension multimodal functions over
different dimensions.

ID BHJO BWO HBA JS PSO WOA HHO MFO
F14 STD 0.00E+00 0.00E+00 0.00E+00 0.00E+00 1.35E-30 0.00E+00 0.00E+00 6.23E-48
F15 STD 5.12E-03 2.08E-06 3.07E+00 2.21E+00 1.14E-05 2.95E+00 1.96E-01 3.54E+00
F16 STD 2.33E+02 2.84E+02 1.15E-13 3.29E+00 3.58E-13 1.90E+01 1.07E-01 0.00E+00
F17 STD 0.00E+00 3.08E-32 1.16E-14 4.92E-12 5.09E-10 1.23E-05 3.00E-10 2.11E-06
F18 STD 3.5079E-04 4.40E-05 9.11E-03 4.17E-05 2.14E-04 4.01E-04 1.85E-05 3.56E-03
F19 STD 9.44E-06 1.081E-03 3.54E-08 3.97E-06 4.07E-02 1.66E+00 1.17E-04 1.54E+00
F20 STD 0.00E+00 0.00E+00 0.00E+00 0.00E+00 7.20E-38 0.00E+00 0.00E+00 0.00E+00

(a) Test function F13. (b) Test function F14. (c) Test function F15.

(d) Test function F16. (e) Test function F17. (f) Test function F18

(g) Test function F19. (h) Test function F20.

Figure 3.8: Scalability analysis (F13 − F20) of the BHJO algorithm (2/2).
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Table 3.13: Statistical results obtained for the hybrid functions (CEC’17, CEC’2020, and
CEC’2022).

ID BHJO BWO HBA JS PSO WOA HHO MFO

F21
AVG 1.77E+03 1.80E+03 1.74E+03 1.72E+03 1.77E+03 1.81E+03 1.77E+03 1.79E+03
STD 7.70E+00 2.02E+01 2.61E+01 1.20E+01 4.74E+01 5.05E+01 3.48E+01 5.90E+01

F22
AVG 1.54E+03 1.64E+03 2.49E+03 1.45E+03 1.82E+03 2.38E+03 1.78E+03 5.60E+03
STD 3.92E+01 6.49E+01 4.99E+03 2.65+01 7.76E+02 1.27E+03 5.89E+02 5.80E+03

F23
AVG 2.18E+03 2.20E+03 2.08E+03 2.02E+03 2.09E+03 2.16E+03 2.18E+03 2.08E+03
STD 4.15E+01 4.72E+01 8.01E+01 1.05E+01 6.22E+01 7.01E+01 6.94E+01 7.51E+02

F24
AVG 1.19E+03 1.78E+03 1.11E+03 1.11E+03 1.13E+03 1.20E+03 1.15E+03 1.26E+03
STD 4.79E+01 3.21E+02 1.18E+01 6.73E+00 2.54E+01 8.11E+01 3.44E+01 3.46E+02

F25
AVG 4.61E+01 5.35E+01 1.08E+02 1.13E+01 5.76E+01 1.36E+02 5.35E+01 1.28E+02
STD 5.40E+00 8.89E+00 1.23E+02 9.60E+00 7.77E+01 1.08E+02 6.06E+01 1.47E+02

F26
AVG 2.230E+03 2.23E+03 2.22E+03 2.82E+03 2.21E+03 2.22E+03 2.23E+03 2.22E+03
STD 1.59E+00 3.33E+00 2.82E+01 9.58E+00 1.68E+01 1.28E+01 1.76E+01 1.00E+01

F27
AVG 2.04E+03 2.09E+03 2.02E+03 2.02E+03 2.04E+03 2.05E+03 2.07E+03 2.04E+03
STD 8.40E+00 1.90E+01 8.01E+00 6.43E+00 3.27E+01 2.33E+01 3.60E+01 2.51E+01

F28
AVG 2.04E+03 2.09E+03 2.02E+03 2.01E+03 2.04E+03 2.05E+03 2.11E+03 2.04E+03
STD 6.82E+00 1.94E+01 1.09E+01 7.14E+00 3.21E+01 2.13E+01 5.68E+01 2.55E+01

F29
AVG 5.39E+03 1.13E+04 7.60E+02 1.26E+03 4.54E+03 2.98E+04 6.21E+03 5.71E+04
STD 3.07E+03 7.81E+03 3.17E+02 1.29E+03 4.98E+03 8.53E+04 5.26E+03 2.58E+04

F30
AVG 5.43E+03 1.02E+04 3.02E+03 1.93E+03 3.16E+03 3.69E+04 8.83E+03 1.61E+04
STD 3.91E+03 2.73E+03 5.67E+03 2.74E+01 1.80E+03 6.73E+03 6.72E+03 2.16E+04

Table 3.14: Statistical results obtained for the composition functions (CEC’17, CEC’2020,
and CEC’2022).

ID BHJO BWO HBA JS PSO WOA HHO MFO

F31
AVG 2.20E+03 2.25E+03 2.29E+03 2.25E+03 2.32E+03 2.32E+03 2.30E+03 2.32E+03
STD 3.04E+00 1.63E+01 5.03E+01 5.36E+01 5.49E+01 5.11E+01 7.19E+01 4.29E+01

F32
AVG 3.27E+03 3.54E+03 3.39E+03 3.16E+03 3.17E+03 3.42E+03 3.36E+03 3.34E+03
STD 3.36E+01 9.72E+01 2.24E+02 1.06E+02 5.40E+01 1.59E+02 1.11E+02 1.02E+03

F33
AVG 2.32E+03 2.56E+03 2.30E+03 2.29E+03 2.38E+03 2.35E+03 2.51E+03 2.31E+03
STD 6.47E+00 1.98E+02 1.19E+00 1.59E+01 2.86E+02 2.29E+02 4.71E+02 2.08E+02

F34
AVG 2.53E+03 2.69E+03 2.75E+03 2.66E+03 2.78E+03 2.77E+03 2.82E+03 2.76E+03
STD 1.12E+01 7.76E+01 2.67E+01 1.10E+02 9.60E+01 5.01E+01 4.39E+01 5.03E+01

F35
AVG 1.50E+02 1.50E+02 1.50E+02 1.20E+02 1.37E+02 1.50E+02 1.50E+02 1.24E+02
STD 5.32E-09 5.88E-09 3.03E-14 5.55E+01 3.13E+01 7.91E-10 3.26E-08 4.82E+01

F36
AVG 2.00E+02 2.00E+02 2.00E+02 2.00E+02 2.00E+02 2.00E+02 2.00E+02 2.00E+02
STD 2.89E-14 2.89E-14 2.89E-14 4.25E-14 2.82E-12 3.98E-14 2.89E-14 1.58E-14

F37
AVG 2.50E+03 2.50E+03 2.50E+03 2.50E+03 2.50E+03 2.50E+03 02.50E+03 2.50E+03
STD 2.04E-14 0.00E+00 0.00E+00 0.00E+00 2.79E-13 2.89E-14 2.30E-14 1.49E-14

F38
AVG 2.70E+03 2.701E+03 2.70E+03 2.70E+03 2.70E+03 2.70E+03 2.70E+03 2.70E+03
STD 6.35E-01 3.18E+01 5.46E-01 6.02E-00 6.22E-01 7.73E-01 7.12E-01 8.52E+00

F39
AVG 2.60E+03 2.60E+03 2.60E+03 2.60E+03 2.60E+03 2.60E+03 2.60E+03 2.60E+03
STD 9.49E-05 9.49E-05 2.85E-04 2.30E-04 2.34E-04 1.45E-04 1.14E-04 2.02E-04

F40
AVG 1.78E+03 1.81E+03 1.74E+03 1.72E+03 1.75E+03 1.79E+03 1.78E+03 1.76E+03
STD 1.07E+01 1.85E+01 3.21E+01 1.070E+01 3.30E+01 4.87E+01 3.84E+01 3.65E+02

55



Chapter 3. BHJO:A novel hybrid metaheuristic algorithm for global
optimization

tween them. By applying the Dunn’s test after the Friedman’s test, we can gain a deeper
understanding of the specific group differences that contribute to the overall significant
result. This approach helps to identify and highlight the particular groups that are driv-
ing the observed effects in the data, providing valuable insights for further analysis and
interpretation.

We run the Friedman’s test on the standard deviations values reported in Tables 3.7,
3.8, 3.9, 3.10, 3.12, 3.13, and 3.14. The obtained p-values are: 3.5107E−12, 1.2533E−12,
2.6161E − 12, 7.2087E − 13, 0.279761, 5.0485E − 7, and 0.000354, respectively. It is
worth pointing out that if the p-value is greater than 5%, then it is concluded that
there is no difference in performance among all the optimizers; which is the case for the
fixed-dimension multimodal functions over different dimensions. For the rest of cases, we
report the results of Dunn’s test in Tables 3.15, 3.16, 3.17, 3.18, 3.19, and 3.15. The
tables are read as follow: A cell found at the intersection of a row i and a column j

might be empty, contain a normal typeface numerical value, or a bold typeface numerical
value. An empty cell means that there now relationship between the optimizers found
at the row i and the column j, respectively. A normal typeface numerical value means
that the optimizers found at the row i and the column j have the same performance. A
bold typeface numerical value means that the optimizer found at the row i has better
performance when compared to the optimizer found at the column j.

In Tables 3.15, 3.16, 3.17, and 3.18, we observe that the performance of the BHJO
algorithm is better than that of PSO and MFO optimizers; and it is the same as that
of BWO, HBA, JS, WOA, and HHO optimizers. In Figures 3.9 (a)–(d), we notice that
the BHJO optimizer has the second or third rank in term of performance. In Table 3.19,
we observe that the performance of the BHJO algorithm is better than that of PSO,
WOA, HHO, and MFO optimizers; and it is the same as that of BWO, HBA, and JS
optimizers. In Figure 3.9 (e), we notice that the BHJO optimizer has the second rank
in term of performance. Finally, in Table 3.20, we observe that the performance of the
BHJO algorithm is better than that of PSO, WOA, HHO, and MFO optimizers; and it is
the same as that of BWO, HBA, and JS optimizers. In Figure 3.9 (f), we notice that the
BHJO optimizer has the first rank in term of performance. In conclusion, we can say that
the proposed hybrid algorithm has greatly enhanced the ability of solving composition
functions and this is due to the proposed balancing mechanism given by Equation 3.22.

3.4 Conclusion

This paper presents a novel hybrid metaheuristic algorithm that combines the strengths
of three individual algorithms: Beluga Whale Optimization (BWO), Honey Badger Algo-
rithm (HBA), and Artificial Jellyfish Search Optimizer (JS). The proposed hybrid algo-
rithm is designed to overcome the limitations of each individual algorithm and leverage
their complementary characteristics to enhance optimization performance. The algo-
rithm’s effectiveness and robustness were thoroughly evaluated through extensive experi-
mentation on a diverse set of 40 test functions. To further enhance the algorithm’s explo-
ration and exploitation capabilities, the Combined Opposition-Based Learning (COBL)
strategy was employed. COBL leverages the principles of opposition-based learning to
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Table 3.15: Related-samples Friedman’s two-way analysis of variance by ranks for the
unimodal and multimodal functions with D = 30 (pairwise comparisons).

BHJO BWO HBA JS PSO WOA HHO MFO
BHJO - - 4.23E-1 3.78E-1 2.31E-4 1.28E-1 9.36E-1 7E-7
BWO 9.36E-1 - 3.78E-1 3.37E-1 1.68E-4 1.09E-1 8.73E-1 5E-7
HBA - - - 9.36E-1 3.95E-3 4.71E-1 - 3.14E-5
JS - - - - 5.07E-3 5.22E-1 - 4.44E-5
PSO - - - - - - - 2E-1
WOA - - - - 3.06E-2 - - 5.76E-4
HHO - - 4.71E-1 4.23E-1 3.15E-4 1.5E-1 - 1E-6
MFO - - - - - - - -

Table 3.16: Related-samples Friedman’s two-way analysis of variance by ranks for the
unimodal and multimodal functions with D = 50 (pairwise comparisons).

BHJO BWO HBA JS PSO WOA HHO MFO
BHJO - - 4.71E-1 3.57E-1 7.4E-5 1.01E-1 9.36E-1 8E-7
BWO 9.36E-1 - 4.23E-1 3.17E-1 5.27E-5 8.52E-2 8.73E-1 6E-7
HBA - - - 8.41E-1 1.18E-3 3.57E-1 - 2.63E-5
JS - - - - 2.35E-3 4.71E-1 - 6.25E-5
PSO - - - - - - - 3.37E-1
WOA - - - - 2.02E-2 - - 1.03E-3
HHO - - 5.22E-1 4.01E-1 1.03E-4 1.18E-1 - 1.3E-6
MFO - - - - - - - -

Table 3.17: Related-samples Friedman’s two-way analysis of variance by ranks for the
unimodal and multimodal functions with D = 100 (pairwise comparisons).

BHJO BWO HBA JS PSO WOA HHO MFO
BHJO - - 5.22E-1 3.37E-1 8.74E-5 2.98E-1 9.36E-1 3.4E-6
BWO 9.36E-1 - 4.71E-1 2.98E-1 6.25E-5 2.62E-1 8.73E-1 2.3E-6
HBA - - - 7.49E-1 1.03E-3 6.89E-1 - 6.25E-5
JS - - - - 3.05E-3 9.36E-1 - 2.31E-4
PSO - - - - - - - 4.71E-1
WOA - - - - 3.95E-3 - - 3.15E-4
HHO - - 5.75E-1 3.78E-1 1.21E-4 3.37E-1 - 5E-6
MFO - - - - - - - -
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Table 3.18: Related-samples Friedman’s two-way analysis of variance by ranks for the
unimodal and multimodal functions with D = 1000 (pairwise comparisons).

BHJO BWO HBA JS PSO WOA HHO MFO
BHJO - - 4.71E-1 4.01E-1 8.8E-6 3.57E-1 - 2.63E-5
BWO 8.73E-1 - 3.78E-1 3.17E-1 4.2E-6 2.8E-1 9.36E-1 1.28E-5
HBA - - - 9.04E-1 1.97E-4 8.41E-1 - 4.96E-4
JS - - - - 3.15E-4 9.36E-1 - 7.72E-4
PSO - - - - - - - -
WOA - - - - 4.27E-4 - - 1.03E-3
HHO 9.36E-1 - 4.23E-1 3.57E-1 6.1E-6 3.17E-1 - 1.84E-5
MFO - - - - 8.1E-1 - - -

Table 3.19: Related-samples Friedman’s two-way analysis of variance by ranks for the
hybrid functions (CEC’17, CEC’2020, and CEC’2022) (pairwise comparisons).

BHJO BWO HBA JS PSO WOA HHO MFO
BHJO - 2.01E-1 5.52E-2 - 1.37E-2 3.71E-4 1.91E-3 1.18E-5
BWO - - 5.23E-1 - 2.35E-1 2.25E-2 6.79E-2 1.91E-3
HBA - - - - 5.84E-1 1E-1 2.35E-1 1.37E-2
JS 5.23E-1 5.52E-2 1.06E-2 - 1.91E-3 2.68E-5 1.82E-4 5E-7
PSO - - - - - 2.73E-1 5.23E-1 5.52E-2
WOA - - - - - - - 4.11E-1
HHO - - - - - 6.48E-1 - 2.01E-1
MFO - - - - - - - -

Table 3.20: Related-samples Friedman’s two-way analysis of variance by ranks for com-
position functions (CEC’17, CEC’2020, and CEC’2022) (pairwise comparisons).

BHJO BWO HBA JS PSO WOA HHO MFO
BHJO - 2.35E-1 6.16E-1 2.54E-1 9.28E-3 4.86E-5 7.08E-3 5.37E-3
BWO - - - - 1.57E-1 4.03E-3 1.32E-1 1.1E-1
HBA - 4.94E-1 - 5.23E-1 3.58E-2 3.71E-4 2.85E-2 2.25E-2
JS - 9.64E-1 - - 1.44E-1 3.49E-3 1.21E-1 1E-1
PSO - - - - - 1.44E-1 9.27E-1 8.55E-1
WOA - - - - - - - -
HHO - - - - - 1.71E-1 - 9.27E-1
MFO - - - - - 2.01E-1 - -
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(a) Unimodal and multimodal functions with
D = 30.

(b) Unimodal and multimodal functions with
D = 50.

(c) Unimodal and multimodal functions with
D = 100.

(d) Unimodal and multimodal functions with
D = 1000.

(e) Hybrid functions (CEC’17, CEC’2020, and
CEC’2022).

(f) Composition functions (CEC’17, CEC’2020,
and CEC’2022).

Figure 3.9: Related-samples Friedman’s two-way analysis of variance by ranks (pairwise
comparisons).
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enhance the search process by considering both the original solutions and their oppo-
sites. Moreover, the proposed hybrid algorithm introduces a new balancing mechanism
to dynamically adjust the exploration and exploitation trade-off during the optimization
process. This mechanism ensures a proper balance between exploration, to avoid pre-
mature convergence, and exploitation, to exploit promising regions in the search space
effectively.

The experimental results demonstrate that the hybrid algorithm achieves superior/e-
qual performance compared to the individual algorithms and other state-of-the-art meta-
heuristic approaches. It consistently outperforms the baseline algorithms in terms of
convergence speed, solution quality, and robustness across various test functions. The
findings of this research indicate that the combination of BWO, HBA, and JS, along with
the incorporation of COBL and the novel balancing mechanism, yields a powerful hybrid
metaheuristic algorithm capable of addressing complex optimization problems.

Future research directions may focus on further improving the hybrid algorithm by
investigating alternative combinations of metaheuristic algorithms or exploring different
balancing mechanisms. Additionally, conducting experiments on larger-scale problems
and extending the algorithm’s applicability to various real-world applications, that require
efficient and effective optimization techniques, would provide valuable insights into its
capabilities and limitations.
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General conclusion

In this thesis, we have explored the field of optimization and its fundamental concepts in
Chapter focused on a comprehensive study of metaheuristic algorithms in Chapter 1.9.
Building upon this knowledge, in Chapter2.9 , we proposed a novel hybrid optimization
algorithm called BHJO, which combines the strengths of BWO, HBA, and JS algorithms.
We provided a thorough explanation of the algorithm’s inspiration, a mathematical for-
mulation, and its corresponding code implementation.

Furthermore, the BHJO algorithm was extensively evaluated by conducting experi-
ments on a diverse set of 40 test functions, considering various problem definitions and
dimensions ranging from 30 to 1000. The performance of the BHJO algorithm was rig-
orously analyzed using Friedman’s test, providing statistical evidence of its efficacy and
competitiveness in solving optimization problems.

Perspectives

The findings of this research make significant contributions to the advancement of op-
timization techniques and open up promising avenues for further exploration. Future
studies can build upon the BHJO algorithm and expand its capabilities by developing
a multi-objective version that addresses problems involving the simultaneous optimiza-
tion of multiple conflicting objectives. Additionally, an intriguing direction for research
would involve applying the algorithm to real-world scenarios, such as optimizing a Deep
Neuro Fuzzy network for cancer detection. By exploring these areas, researchers can fur-
ther enhance the algorithm’s effectiveness and broaden its application in solving complex
optimization problems with practical implications.
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