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#### Abstract

This paper, proposes an ant colony optimization (ACO)-based learning method for a fuzzy navigator of a mobile robot evolving in unknown environment. The navigator is a collection of IF THEN rules translating the human reasoning. The robot decision is made using fuzzy logic. The learning method consists in the online searching of the best fuzzy rules conclusions when the robot executes its predefined task. Finally some simulation results are presented which show the performance of the proposed method.
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## I. Introduction

Path planning is an important topic in robotics, mainly for its practical applications, and can be classified on two types; the global path planning and the local path planning. The first one is done in off-line manner, and since the path is designed, the user can decide about the control method to use to follow the path by the robot. Many methods are developed in the literature; A* algorithm [1], potential field method [2, 3], cell decomposition method [3] and recently, the ant colony optimization (ACO) methods [4, 5]. The second one also named obstacle avoidance or navigation is done in on-line reactive manner; it imposes that the robot must be equipped by sensors to have a vision of its neighbourhood, and after, takes the adequate action to achieve its a priori defined task. We can find in the literature a large number of publications dedicated to this purpose where several methods are used; the force field [6], the reinforcement learning [7], and the one which has known a great success in the last years is the fuzzy logic [1, 8-14]. The success of fuzzy logic in mobile robots navigation is due to its capability to represent the human reasoning and therefore the robot doesn't need an exact vision of its environment. Recently many research woks in vehicles navigation using fuzzy logic are published.

In the present work, we propose a new ACO-learning method for a fuzzy navigator of mobile robot in unknown
environment. We use the fuzzy rule base proposed in [15] where both obstacles avoidance and goal seeking behaviours are merged

This paper is organized as follows. Section II describes the considered robot model, in section III; the fuzzy navigator is presented. The section IV presents the proposed ACO learning method. Section V presents the simulation results and finally, section VI, concludes the paper.

## II. ROBOT MODEL

We use a differential drive cylindrical mobile robot model with a radius of 20 cm . The robot is equipped with 24 ultrasonic sensors evenly distributed in a ring as depicted in Fig. 1 (a). Each sensor, Si for $\mathrm{i}=1, \ldots, 24$, covers an angular view of $15^{\circ}$ and gives the distance to the obstacle Li in its field of view. To reduce the number of inputs for the navigator, sensors in the front of the robot are arranged into tree sensor groups; the left group SL consists of the 6 neighbouring sensors $\mathrm{Si}(\mathrm{i}=1, \ldots, 6)$, the face group SF consists of the 6 neighbouring sensors $\mathrm{Si}(\mathrm{i}=7, \ldots, 12)$, and the right group SR consists of the 6 neighbouring sensors $\mathrm{Si}(\mathrm{i}=13, \ldots, 18)$. The distances measured by the tree groups SL, SF and SR denoted respectively by $\mathrm{dL}, \mathrm{dF}$ and dR are expressed as follows:

$$
\left\{\begin{array}{l}
d R=R+\min _{i=1, \ldots, 6}\left(L_{i}\right)  \tag{1}\\
d F=R+\min _{i=7, \ldots, 12}\left(L_{i}\right) \\
d L=R+\min _{i=13, \ldots, 18}\left(L_{i}\right)
\end{array}\right.
$$



Fig. 1 Mobile robot and the sensor arrangement
We use two coordinate systems; the world coordinate system $X O Y$ and the mobile robot coordinate system xoy where $o$ is in the center of the robot and the $x$ axis goes in the middle between the two sensors $S_{6}$ and $S_{7}$ (see Fig. 2). The robot actions are the change of the heading angle $\Delta \Phi$ and the linear velocity $v$ of the robot. For a goal seeking behaviour, the robot knows the position of its goal and $\theta$ defined as the angle between the orientation axis and the line connecting the centre of the robot to the goal.


Fig. 2 The system coordinates

## III. FUZZY NAVIGATOR

The fuzzy navigator inputs are distances in the three directions; left $d L$, face $d F$ and right $d R$, and the outputs are the speed $v$ of the robot centre and the steering angle $\Delta \Phi$.

## A. Fuzzification variables

The measured three distances to obstacles are evaluated by two fuzzy labels; Near (N) and Far (F) represented by the membership functions shown on Fig. 2, where $d_{m}$ is the minimum permitted distance to an obstacle, and $d_{s}$ is the safety distance beyond which the robot can move at high speed.


Fig. 3 Inputs membership functions
The rules conclusions are singletons expressed linguistically by: PB (Positive Big), PM (Positive Medium), PS (Positive

Small), ZR (Zero), NS (Negative Small), NM (Negative Medium), and NB (Negative Big).

## B. Fuzzy rule base

We use the fuzzy rule base proposed in [15] which combines the wall following and the goal seeking tasks. This rule base is constructed based on the human reasoning. It can be interpreted by the following meta-rules:

- If the robot is far from obstacles in the three directions, then the robot steers to the goal and goes with its maximum speed;
- If the goal is not in the front of the robot and there exist obstacles, then the robot follows the nearest obstacle on its right or left, according to the smallest distance to the obstacle.
- If both the goal and obstacles are in the front of the robot, then the robot tries to steer to the goal and follows the nearest obstacle on its right or left, according to the smallest distance to the obstacle.

The navigation mode is selected using two parameters $p$ and $q$; if $p=1(p=0)$ then the right (left) wall following is selected, and if $q=1$ the goal seeking behaviour is activated else the wall following is activated. The two parameters are expressed by:

$$
\begin{align*}
& p= \begin{cases}0 & \text { if } d L \leq d R \text { and } d L<d_{M} \\
1 & \text { else }\end{cases}  \tag{2}\\
& q= \begin{cases}1 & \text { if } 90^{\circ}<\theta<270^{\circ} \\
0 & \text { else }\end{cases} \tag{3}
\end{align*}
$$

$d_{M}$ is the maximum distance that can be detected by the sensors.
We group the three distances in a triplet $(d L, d F, d R)$ which define the configuration of the robot in its environment against the obstacles. Then, the fuzzy rule base is expressed as:

R1: IF $(N, N, N)$ THEN $v_{1}$ is $Z R$ and $\triangle \Phi_{1}$ is $p P B+(1-p) N B$
R2: IF $(N, N, F)$ THEN $v_{2}$ is $Z R$ and $\Delta \Phi_{2}$ is $N B$
R3: IF $(N, F, N)$ THEN $v_{3}$ is $C \times V_{\text {max }}$ and $\triangle \Phi_{3}$ is $Z R$
R4: IF $(N, F, F)$ THEN $v_{4}$ is $V_{\max }$ and $\Delta \Phi_{4}$ is $p N S+(1-p) P S$
R5: IF $(F, N, N)$ THEN $v_{5}$ is $Z R$ and $\Delta \Phi_{5}$ is PB
R6: IF $(F, N, F)$ THEN $v_{6}$ is $Z R$ and $\Delta \Phi_{6}$ is $p P B+(1-p) N B$
R7: IF $(F, F, N)$ THEN $v_{7}$ is $V_{\max }$ and $\Delta \Phi_{7}$ is $p N S+(1-p) P S$
R8: IF $(F, F, F)$ THEN $v_{8}$ is $V_{\max }$ and $\Delta \Phi_{8}$ is $q \theta+(1-q)(p N M+(1-p) P M$
$\Delta \Phi_{i}$ and $v_{i}$ are respectively the steering angle and the velocity of the robot, $V_{\max }$ is the maximum velocity of the robot and $C$ is the speed decrease coefficient.
Here, because of the geometrical symmetry of the robot, we take: $N B=-P B, N M=-P M$ and $N S=-P S$. Hence, the number of parameters is reduced and the rule base becomes:

```
R1: IF \((N, N, N)\) THEN \(v_{1}\) is \(Z R\) and \(\Delta \Phi_{1}\) is \((2 p-1) P B\)
R2: IF \((N, N, F)\) THEN \(v_{2}\) is \(Z R\) and \(\Delta \Phi_{2}\) is \(N B\)
R3: IF \((N, F, N)\) THEN \(v_{3}\) is \(C \times V_{\text {max }}\) and \(\triangle \Phi_{3}\) is \(Z R\)
\(R 4\) : IF \((N, F, F)\) THEN \(v_{4}\) is \(V_{\max }\) and \(\Delta \Phi_{4}\) is \((2 p-1) N S\)
R5: IF \((F, N, N)\) THEN \(v_{5}\) is \(Z R\) and \(\Delta \Phi_{5}\) is PB
R6: IF \((F, N, F)\) THEN \(v_{6}\) is \(Z R\) and \(\Delta \Phi_{6}\) is \((2 p-1) N B\)
R7: IF \((F, F, N)\) THEN \(v_{7}\) is \(V_{\text {max }}\) and \(\Delta \Phi_{7}\) is \((2 p-1) N S\)
R8: IF \((F, F, F)\) THEN \(v_{8}\) is \(V_{\max }\) and \(\Delta \Phi_{8}\) is \(q \theta+(1-q)(2 p-1) P M\)
```


## C. Defuzzification

In order to determine control actions; the steering angle $\Delta \Phi$ and the robot linear speed v , we use the Sugeno fuzzy inference method [15].

$$
\begin{align*}
\Delta \Phi & =\frac{\sum_{i=1}^{8} \alpha_{i} \Delta \Phi_{i}}{\sum_{i=1}^{N} \alpha_{i}}  \tag{4}\\
v & =\frac{\sum_{i=1}^{8} \alpha_{i} v_{i}}{\sum_{i=1}^{N} \alpha_{i}} \tag{5}
\end{align*}
$$

$\alpha_{i}$ : is the truth value of the rule $i$ calculated by the algebraic product method.

## IV. ACO LEARNING

In this section, we propose the ACO-based method for tuning the conclusions of the fuzzy navigator controllers presented in section 2 such as to learn the robot to navigate reactively and safety without collusion with obstacles.

## A. Overview of ant colony optimization

The SI techniques study collective behaviour in decentralized systems. Its development was based on mimicking the social behaviour of animals or insects swarms in an effort to find the optima in the problem space. In SI, a population of simple agents interacts locally with one other and with their environment.

The ACO has been inspired by the foraging behaviour of real ant colonies. In this algorithm, computational resources are allocated to a set of artificial ants that exploit a form of indirect communication mediated by the environment to find the shortest path from the ant nest to a set target. Ants can follow through to a food source because, while walking, they deposit pheromone on the ground, and they have a probabilistic preference for paths with larger amount of pheromone. For optimization problems, artificial ant colonies cooperate in finding good solutions. The performance measure is based on a quality function.

The ACO has been applied successfully to several optimization problems [16-21].

## B. The learning problem

The learning parameters' vector is composed of the conclusions of the fuzzy navigator:

$$
\begin{equation*}
\mathrm{C}=\left[\mathrm{C}_{1} \mathrm{C}_{2} \mathrm{C}_{3} \mathrm{C}_{4} \mathrm{C}_{5} \mathrm{C}_{6} \mathrm{C}_{7} \mathrm{C}_{8}\right]^{\mathrm{T}} \tag{6}
\end{equation*}
$$

To each parameter are associated several competing candidates. To simplify, for each parameter we need the minimum and the maximum possible values. The proposed values are equally distributed between these bounds. Lets $P_{-} \min ^{\wedge} \mathrm{i}$ and $\mathrm{P}_{-} \max ^{\wedge} \mathrm{i}$ be the bounds of $\mathrm{i}^{\wedge}$ th element of the parameters' victor $P$. Therefore we can take

$$
C_{i 1}=C_{\min }^{i}, C_{i 2}=C_{i 1}+\frac{P_{\max }^{i}-P_{\min }^{i}}{J-1}, \ldots, C_{i N}=C_{\max }^{i}
$$

Thus:

$$
C_{i} \in\left\{C_{i 1}, \quad C_{i 2}, \ldots, \quad C_{i N}\right\}
$$

The tuning problem is to find the best conclusions of the fuzzy rules which allows to achieve its defined task. It is a combinational optimization problem with a complexity equal to $N^{8}$.

The Fig. 2 gives a graphical representation of the problem, the eight sets of parameters $P_{i},(i=1, \ldots, 8)$ are arranged in eight column lists where each candidate value is represented by a node.

The tour of an ant consists of a combination of the fuzzy navigator parameters. Starting from its nest N, an ant moves through the columns $C_{i},(i=1, \ldots, 8)$. Finally, the ant reaches the food source F which is added here just to match the real world.


Fig. 4 The relation between the tour of ant and the conclusions of the fuzzy navigator

## C. The rule of selecting parameters by ants

For each set of parameters, the node visited by the ant is selected as the value of the parameter. Selection of a parameter value is based on pheromone trails between parameter vectors. The size of pheromone matrix $\tau$ is $8 \times N$ and each element of the matrix is denoted by $\tau_{i j}, i=1,2, \ldots, 8$ and $j=1,2, \ldots, N$. As shown in figure 6 , when the ant arrives at vector $P_{x}$, selection of the next parameter value $P_{x+1 j}$ among the candidate list $P_{x+1}$ is done using the state transition rule (7) which depends on pheromone trails $\tau_{x+1 j}, j=1,2, \ldots, N$, the cost function and some heuristic.

$$
j=\left\{\begin{array}{cc}
\operatorname{arg~max}_{y \in J}\left\{\tau_{i y}(t)\right\} & \text { if } q \leq q_{0}  \tag{7}\\
j_{1} & \text { if } q_{0}<q<q_{1} \\
j_{2} & \text { if } q \geq q_{1}
\end{array}\right.
$$

$$
\begin{equation*}
P r_{i j_{1}}(t)=\frac{\tau_{i j_{1}}(t)}{\sum_{l=1}^{N} \tau_{i l}(t)} \tag{8}
\end{equation*}
$$

where $q$ is a random variable uniformly distributed over $[0,1], q_{0}$ and $q_{1}\left(q_{0}<q_{1}\right)$ are two tunable parameters in the interval $[0,1], j_{1}$ belongs to the candidate list, $j_{1} \in\{1,2, \ldots, N\}$ which is selected based on the above probabilistic rule (8) and $j_{2}$ is selected based on a uniform probabilistic rule over candidate list $\{1,2, \ldots, N\}$.

## D. The proposed rule of updating pheromone trails

Each ant modifies the environment by the pheromone deposit. Assume that at initial time $t=0$ all the trails have the same pheromone concentration $\tau_{0}$, that is, $\tau_{i j}(0)=\tau_{0}$ $(i=1,2, \ldots, 8$ and $j=1,2, \ldots, N)$.
When an ant passes through a node $P_{i j}$, the pheromone concentration of this node will be updated immediately using the following pheromone updating rule:

$$
\begin{equation*}
\tau_{i j}(t+1)=\tau_{i j}(t)+\rho \Delta \tau_{i j} \tag{9}
\end{equation*}
$$

$\Delta \tau_{i j}$ is the pheromone update value which is presented on the Fig. 5 and expressed by:

$$
\begin{equation*}
\Delta \tau_{i j}=\max \left\{\frac{d-d_{m}}{d_{s}-d_{m}}, 1\right\} \tag{10}
\end{equation*}
$$

$\rho$ is a fixed constant which define the amount portion of the pheromone update.

That is the best tour will receive the highest pheromone concentration i.e. more $I$ is small more the pheromone concentration update is big.


Fig. 5 The pheromone update-value
The ants have to explore and test several conclusions values. The exploration phase is often long. Though, as fuzzy rules are interpretable and tuning parameters have physical meaning, this phase can be drastically reduced by introducing knowledge in the initial fuzzy navigator.

After a sufficient number of learning tours the algorithm can be stopped and the optimized conclusions are those corresponding to maximum pheromone trails. For each parameter $C_{i}$, the optimal value $C_{i j_{o}}$, is selected according to the following greedy low:

$$
\begin{equation*}
j_{0}=\arg \max _{y \in J}\left\{\tau_{i y}(t)\right\} \tag{11}
\end{equation*}
$$

## V. SIMULATION RESULTS

The problem consists of learning the mobile robot the wall following and goal seeking without collusion with obstacles when it evolves in unknown environment. For this purpose we use the mobile robot model presented in section II, we assume that the effective range of the ultrasonic sensors is $10 \mathrm{~cm}-250$ cm . We use the proposed fuzzy navigator presented in section III, and to learn the robot, we use ACO algorithm proposed in section IV. In the simulation we take $V_{\max }=1 \mathrm{~m} / \mathrm{sec}$ and $C=0.1$.

The number of potential candidate conclusions is $J=5$. And bounds of each fuzzy rule conclusion singleton are given by Table 4.

Table 1 Fuzzy rule conclusions for $\Delta \Phi$

|  | NS | NM | NB | ZR | PB |
| :--- | :--- | :--- | :--- | :--- | :--- |
| MIN | $-25^{\circ}$ | $-5^{\circ}$ | $-90^{\circ}$ | $0^{\circ}$ | $30^{\circ}$ |
| MAX | $-5^{\circ}$ | -30 | $-30^{\circ}$ | $0^{\circ}$ | $90^{\circ}$ |

In the learning phase, only the wall right following behaviour is selected ( $\mathrm{p}=1$ and $\mathrm{q}=1$ ), the robot is kept in unknown environment. The simulation results at the beginning of learning phase are presented on Fig. 6. The Fig. 7 presents the simulation after 1000 steps. After 5000 steps of time the learning is stopped and the learned values of conclusions are donated by table 2 .


Fig. 6 Beginning of the learning phase

Table 2 The learned conclusions values

| Rule | R1 | R2 | R3 | R4 | R5 | R6 | R7 | R8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Symbolic <br> Conclusion | PB | NB | ZR | NS | PB | PB | NS | NM |
| Learned Value |  |  |  |  |  |  |  |  |



Fig. 7 After a period time of learning

## VI. Conclusions

In this paper, we have proposed a learning method for mobile robots navigation using fuzzy logic and ACO. The used navigator is a collection of fuzzy rules inspired from human reasoning. The ACO is used to fine tune the conclusions of the fuzzy rules in order to learn the robot a predefined task. The proposed method was tested with the wall following and goal seeking navigation tasks for a mobile robot evolving in unknown environment. The proposed method is easy to implement for industrial applications. The simulation results demonstrate the efficiency of the proposed method.
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