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Dimensionality reduction is a commonly employed technique in the field of machine
learning and analytics, as it aids in the examination and representation of expansive data-
sets characterized by a multitude of dimensions. This approach is precious for enhancing
the effectiveness of tasks such as data clustering and classification. Recently, embedding
methods have emerged as a promising direction for improving clustering accuracy. As a
result, robust embedding and clustering techniques can be used to resolve real-life pro-
blems.

The contribution of the present dissertation is fourfold : (1) We explored ways to
enhance the performance of several clustering algorithms by employing one of the most
effective embedding techniques available. Our central hypothesis posits that the chosen
embedding technique can enable the discovery of the optimal clusterable embedding ma-
nifold. Consequently, we utilized it as a preprocessing step prior to clustering, thereby
enabling the clustering algorithms to enhance their performance. (2) We performed em-
bedding and clustering simultaneously through an original formulation, which allows for
preserving the data’s original structure in the embedding space and producing a better
clustering assignment. The unified manifold embedding and clustering (UEC) algorithm
is based on a bi-objective loss function that combines data embedding and clustering,
which is optimized using three different ways : 1) Comma Variant, 2) Plus Variant, and
3) Light Plus Variant. (3) The onset of the COVID-19 pandemic posed a significant
challenge, making it increasingly arduous for researchers to keep abreast of the latest
scientific advancements, given the rapid influx of scientific articles. To address this issue,
we introduced an intelligent tool rooted in Machine Learning. This tool automatically
organizes a vast repository of scientific literature pertaining to COVID-19 and presents it
in a manner that facilitates easy navigation and swift document retrieval. The initial step
involves preprocessing and transforming the documents into numerical features. Subse-
quently, these features undergo dimensionality reduction into a 2D space through a deep
denoising autoencoder followed by the Uniform Manifold Approximation and Projection
technique (UMAP). The projected data is then clustered using the Agglomerative Cluste-
ring Algorithm. Finally, we employ Latent Dirichlet Allocation (LDA) for topic modeling,
assigning a label to each cluster. (4) We propose an innovative deep learning framework
designed to structure the extensive collection of scientific literature pertaining to COVID-
19. The fundamental concept underlying this architecture revolves around the training of
the autoencoder, which utilizes a two-fold objective function comprising distinct terms.
The first term is devoted to assessing the latent representation, while the second is used
to achieve the clustering assignments. Afterward, the Latent Dirichlet Allocation (LDA)
is used as topic modeling techniques.



Keywords : machine learning, dimensionality reduction, embedding, clus-
tering, joint learning.



La réduction de la dimensionnalité est largement utilisée dans l’analyse de l’appren-
tissage automatique, car elle permet d’analyser et de visualiser de grands ensembles de
données de grande dimension. En particulier, cela peut considérablement aider à effectuer
des tâches telles que le regroupement et la classification des données. Récemment, les mé-
thodes d’intégration sont apparues comme une direction prometteuse pour améliorer la
précision du clustering. En conséquence, des techniques d’intégration et de regroupement
robustes peuvent être utilisées pour révéler des problèmes réels.

La contribution de la présente thèse est quadruple : (1) nous avons étudié comment
améliorer les performances de plusieurs algorithmes de clustering en utilisant l’une des
techniques d’intégration les plus performantes. Notre hypothèse principale est que la tech-
nique de plongement utilisée permettrait de trouver la meilleure variété de plongement
clusterisable. Par conséquent, nous l’avons appliqué comme étape de prétraitement avant
le clustering, permettant aux algorithmes de clustering d’améliorer leurs performances.
(2) Nous avons effectué l’intégration et le regroupement simultanément grâce à une for-
mulation originale qui permet de préserver la structure originale des données dans l’espace
d’intégration et de produire une meilleure affectation de regroupement. L’algorithme d’in-
tégration et de regroupement de variétés unifiées (UEC) est basé sur une fonction de perte
bi-objectif qui combine l’intégration et le regroupement de données, qui est optimisée de
trois manières différentes : 1) Variante virgule, 2) Variante plus et 3) Variante légère plus .
(3) L’apparition de la pandémie de COVID-19 a soulevé un grave problème, qui est devenu
extrêmement difficile pour les chercheurs de se tenir au courant des dernières avancées
scientifiques en raison d’un grand nombre d’articles scientifiques dans une courte période.
Nous avons présenté un outil intelligent basé sur l’apprentissage automatique, qui orga-
nise automatiquement un grand ensemble de données de la littérature scientifique liée au
COVID-19 et les visualise de manière à aider ces personnes à naviguer facilement dans cet
ensemble de données et à localiser facilement les documents recherchés. Les documents
sont d’abord pré-traités et transformés en caractéristiques numériques. Ensuite, ces ca-
ractéristiques sont passées à travers un autoencodeur de débruitage profond suivi de la
technique UMAP (Uniform Manifold Approximation and Projection) pour réduire leur
dimensionnalité dans un espace 2D. Les données projetées sont ensuite regroupées avec
l’algorithme de regroupement agglomératif. Ceci est suivi d’une étape de modélisation de
sujet, que nous avons effectuée en utilisant la Latent Dirichlet Allocation (LDA) pour
attribuer une étiquette à chaque cluster. (4) nous proposons une nouvelle architecture
d’apprentissage en profondeur pour organiser le vaste ensemble de données de la littéra-
ture scientifique liée au COVID-19. L’idée centrale de l’architecture proposée réside dans



l’entraînement de l’auto-encodeur à l’aide d’une fonction objectif double qui incorpore
deux termes différents. Le premier terme est consacré à l’évaluation de la représentation
latente, tandis que le second est utilisé pour réaliser les affectations de clustering. Ensuite,
nous utilisons la Latent Dirichlet Allocation (LDA) pour analyser les sujets du document.

Mots-clés : apprentissage automatique, réduction de la dimensionnalité,
incorporation, regroupement, apprentissage conjoint.
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General Introduction
Machine learning (ML) is a growing field in which machines are trained on data to learn

specific tasks automatically. In ML, several sub-fields, such as classification, clustering,

image retrieval, or object recognition, take features extracted from data as inputs. Those

features could be hand-crafted or automatically learned, e.g., Dimensionality reduction

algorithms.

Dimensionality reduction (DR) can be defined as transforming the dimensions of a

larger dataset into fewer dimensions while retaining the essential features. In machine

learning, dimensionality reduction techniques are employed to improve predictive model

accuracy, although their effectiveness may vary [1]. These techniques aim to fulfill a

range of crucial criteria, including the capacity to reveal the intricate structure of high-

dimensional data, maintain proximity relationships, scale efficiently in terms of computa-

tion, withstand data noise and outliers, and offer practical usability. The key questions

are how to locate this low-dimensional structure, how to use it, and what presumptions

are made when extracting it from data. As a result, several methods are proposed to

answer these problems [2].

In the context of machine learning and dimensionality reduction and expansion, em-

bedding refers to a numerical representation of objects in a vector space. These vector

representations are designed in a way that captures semantic relationships and similarities

between the objects [3].

Neural embedding (NE) is a sub-field of embedding that learns data representation
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Chapter 1. General Introduction

by neural networks while modeling or solving a given problem. Neural networks (NN)

have been successfully applied for text modeling (word embedding) and extending to more

complex domains, e.g., graph embedding [4].

Our study focuses mainly on using dimensionality reduction and embedding techniques

to solve problems related to data clustering. Clustering is a fundamental operation in un-

supervised machine learning that has received considerable attention from various research

communities.

1.1 Motivations

Clustering algorithms struggle with high-dimensional datasets due to the curse of

dimensionality, making them suffer many challenges. These challenges encompass various

issues, such as the convergence of point distances, the hindered visualizability of outputs,

the distortion of point locations due to correlation, data sparsity, and the problem of local

feature relevance. Thus, many clustering algorithms will fail to converge in these situations

and have significant computational complexity when dealing with massive datasets [5].

For instance, the K-means algorithm [6] exhibits a time complexity of O(N2), rendering

it impractical for application as the number of rows (N) increases.

In addition, Several clustering algorithms adopt an approach of initializing computa-

tion with random centroids. This approach introduces variability, resulting in different

solutions based on the choice of cluster numbers and the initial placement of centroids.

The presence of numerous local solutions compromises the reproducibility of the analysis.

An optimal solution may not even exist in certain instances, and the clustering algorithm

may yield multiple local solutions contingent upon the initial centroid placements.

The mentioned challenges are addressed by operating Clustering algorithms on the

projection space of the dataset using one of the embedding techniques. The choice of

features greatly influences the performance of the clustering algorithm. Thus, applying

adequate embedding techniques on the raw data allows for finding a good low-dimensional

space, which could help clustering algorithms do their job.

Recent studies have tended to develop algorithms that learn dimension reduction and

clustering simultaneously. Research has demonstrated that bi-objective learning algo-
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Chapter 1. General Introduction

rithms outperform approaches that sequentially apply dimension reduction and clustering

methods [7, 8, 9, 10].

1.1.1 The application of embedding and clustering techniques

The embedding and clustering techniques could solve real-life problems, such as the

challenges of the COVID-19 epidemic.

The emergence of the COVID-19 pandemic has triggered a swift proliferation of scien-

tific articles directly or indirectly related to COVID-19. While this surge in literature is

undeniably beneficial, it is not without its challenges. In fact, it has become increasingly

difficult, if not unfeasible, for researchers or decision-makers to remain current with the

latest scientific developments in this domain, sift through the vast number of recently

published articles, or locate specific articles that address particular questions or aspects

of COVID-19.

Conventional document organization and search tools are ill-suited for this purpose,

as they were not originally designed to handle this type of content [11]. Consequently,

they may lack precision and fail to fulfill the particular requirements of scientists and

decision-makers who are seeking COVID-19 literature. Therefore, there is a pressing and

immediate demand for the development of specialized methods tailored to this specific

body of literature.

1.2 Contributions

The primary contributions of this thesis can be succinctly summarized as follows:

1. Motivated by the fact that the performance of the Clustering algorithms can be

improved when they are applied to features extracted using embedding techniques.

And this is what we do precisely in our first contribution. We applied Several

well-known clustering algorithms on low-dimensional space produced by a recent

manifold embedding technique, Uniform Manifold Approximation and Projection

(UMAP).

2. The key contributions of this thesis encompass the introduction of a pioneering

manifold-based learning algorithm. This algorithm adeptly accomplishes the dual
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task of learning the embedding space and clustering the data simultaneously. This

joint optimization approach, addressing both the embedding and clustering objec-

tives, results in enhanced preservation of the original data’s similarities and im-

proved clusterability within the embedding space. The theoretical underpinnings of

the optimization procedure are intricately linked with the proposed UEC variants.

3. One of the applications of embedding and clustering techniques is to organize and vi-

sualize COVID-19-related documents. We introduced a tool that harnesses cutting-

edge embedding techniques, specifically UMAP [12], and a deep autoencoder for

dimensionality reduction [13]. The choice of the agglomerative clustering algorithm

was made due to its commendable performance. To address the issue of clustering

algorithms organizing similar articles into clusters without providing labels, we in-

corporated a crucial topic modeling step. In this step, we employed Latent Dirichlet

Allocation (LDA) to identify the most frequently occurring keywords within each

cluster. These keywords were then utilized to assign labels to groups of documents,

thereby facilitating user comprehension of the content within each cluster.

4. We introduce an innovative deep learning-based framework designed for the ex-

ploration and organization of a substantial dataset comprising COVID-19-related

documents. Our approach seamlessly integrates dimensionality reduction and clus-

tering through a dual-objective function. Specifically, our architecture features a

denoising autoencoder with three components: two distinct encoders and one de-

coder. These three components undergo training using the dual-objective function,

where the initial term within the function addresses the Reconstruction loss, with

the objective of reducing the dimensionality of the input features. The second term

in the function is dedicated to predicting cluster assignments, and it involves the

iterative updating of two separate matrices associated with the clean and noisy en-

coders during training. Subsequently, we employ Latent Dirichlet Allocation (LDA)

for topic modeling.

1.3 Organization of the Dissertation

The chapters of this thesis are organized as follows.
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Chapter 1. General Introduction

Chapter 2: the state of the art of dimensionality reduction and embedding techniques

is illustrated in this chapter. Then, the baselines techniques of clustering are detailed in

this chapter. In addition, some proposed approaches to solve the problem of the enormous

number of COVID-19-related documents using embedding and clustering techniques.

Chapter 3: Firstly, we present our method for improving the performance of clustering

algorithms using UMAP. Then, we validate our method in the second section using the

evaluation metrics.

Chapter 4: Our proposed techniques, Unified Embedding and Clustering (UEC) is

presented in this chapter. Then, the experimental results of UEC against the state of

art methods are demonstrated to evaluate the robustness and efficiency of the proposed

method.

Chapter 5: Chapter 6 demonstrates our solution to exploring and organizing COVID-

19-related documents. Then, the experimental part presents and discusses the results

obtained from our method against some other previous methods.

Chapter 6: In the same context of solving the problem of organizing COVID-19-related

documents, we present our novel method. The first section describes the components of

our model. Then, the results of our novel method against the state of art methods are

demonstrated and discussed in the experimental part.

Chapter 7: We conclude our thesis and provide perspectives that we will consider, in

chapter 7.
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State of the art

2.1 Introduction

In this thesis, we focused mainly on two sub-fields of machine learning: dimensionality

reduction and clustering. In addition, as mentioned in the Introduction chapter, we

mention some embedding and clustering techniques used to solve the challenges posed by

the COVID-19 epidemic.

This chapter presents an overview of the relevant state-of-the-art for each sub-field

(i.e., dimensionality reduction, clustering, and their application to COVID-19 challenges).

We categorized the previous studies of each sub-field according to their way of work.

Furthermore, we describe in this chapter the used data sets and evaluation metrics in the

different contributions.

In following, Section 2.2 is an overview of Embedding and dimensionality reduction

techniques. In section 2.3, we introduce the clustering techniques. Section 2.4 discusses

the application of Embedding and clustering techniques to COVID-19 challenges. The

datasets and evaluation metrics used in our studies are described in section 2.5. Section

2.6 is the conclusion of the chapter.

2.2 Embedding and dimensionality reduction techniques

Dimensionality reduction (DR) techniques are used to project the data into a lower

dimensional space. According to [14], DR methods can be categorized into projection,

manifold embedding, and deep learning methods.

6
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Projection techniques like Principal Component Analysis (PCA) [15] aim to achieve

a linear data transformation into a new feature space. Nonetheless, their linearity can

lead to sub-optimal performance when dealing with datasets characterized by non-linear

relationships.

Manifold Embedding (ME) methods provide alternatives that can address the chal-

lenges related to the non-linearity of data, with a focus on local or global structures.

Examples of ME techniques include Isomap [16], along with its precursor Multidimen-

sional Scaling (MDS), Locally Linear Embedding (LLE) [17], and the more recent UMAP

algorithm [12]. These methods leverage the distances between original data points to

enhance their understanding of the underlying structure and preserve similarity among

data points in lower-dimensional spaces. Their goal is to capture the most relevant infor-

mation, but it’s important to note that they may suffer from discriminative information

loss, which can impact clustering performance.

Deep dimensionality reduction (DR) methods have introduced a range of autoen-

coder architectures [18, 19] and convolutional neural network (CNN) architectures [20, 21].

These advancements have demonstrated substantial enhancements in numerous computer

vision tasks [22, 23, 24, 25, 26]. While deep DR methods excel at handling large-scale

datasets, it’s important to note that they require substantial computational resources and

ample memory capacity.

2.3 Clustering techniques

The field of clustering has undergone extensive examination in the literature, yielding

numerous algorithms. Those clustering algorithms can be categorized into seven families

depending on their conceptual idea [27]: 1) Partitioning, 2) Distribution, 3) Hierarchi-

cal, 4) Density-based, 5) Manifold clustering, 6) Deep manifold clustering, 7) and Deep

clustering. See figure 2.1.

2.3.1 Partitioning clustering

Among the various types of clustering algorithms, partitioning clustering algorithms

are the most widely employed. One of the renowned methods within this category is
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Figure 2.1 – Categorization of Clustering Techniques.

K-means [6, 28], which divides data points into multiple clusters using centroids. Each

data point is allocated to a cluster according to its squared distance from the centroid.

Despite the speed and efficiency of these algorithms, they are susceptible to the initial

parameter settings.

2.3.2 Distribution clustering

Distribution-based clustering methods operate on the premise that all data points are

potential members of all clusters based on a probability assignment. With a central point

as a reference, the likelihood of belonging to that cluster diminishes as a data point’s

distance from that center grows. Within this category, the Gaussian Mixture Model

(GMM) [29] is an example.

2.3.3 Hierarchical clustering

Within the realm of Hierarchical clustering, Agglomerative clustering [30] stands out

as a method that does not necessitate the pre-specification of the number of clusters. This

algorithm begins by treating each data point as an independent cluster. Subsequently,

it combines similar clusters in each iteration until no further merging can occur. The

Agglomerative clustering algorithm can be summarized as follows:

1. Computation of the proximity matrix.

2. Each data point is Considered as a cluster.

University of Kasdi Merbah Ouargla 2023/2024 page 8



Chapter 2. State of the art

3. Repeat:

— Merge the two closest clusters and update the proximity matrix Until only a

single cluster remains, [30].

The main drawback of Hierarchical clustering algorithms is that they encounter tremen-

dous computational complexity when working with massive datasets.

2.3.4 Density-based clustering

Density-based clustering algorithms, like DBSCAN [31, 32], operate on the fundamen-

tal concept that data is grouped based on regions characterized by dense concentrations

of data points, enveloped by regions of lower densities. A notable advantage of these algo-

rithms is their ability to accommodate clusters of various shapes. However, a significant

drawback is their failure to assign outliers to clusters, resulting in their exclusion from

the clustering process. Moreover, density-based clustering algorithms exhibit inefficiency

and high computational complexity when handling large-scale datasets in all cases.

2.3.5 Manifold clustering

Manifold clustering (MC) integrates discriminative dimensionality reduction with clus-

tering techniques [33, 34]. MC methods involve the computation of a similarity matrix to

project nonlinear data onto low-dimensional manifolds. Spectral clustering, a prominent

manifold approach, represents data using a graph wherein the affinity matrix captures

similarities between data points. This affinity matrix is then leveraged to identify clusters

based on the connectedness of graph components. Spectral clustering can be likened to

a kernelized version of K-Means [35]. Another manifold-based approach, Sparse Mani-

fold Clustering and Embedding (SMCE) [36], establishes connections between each data

point and its nearby neighbors, assigning appropriate weights. Nevertheless, while this

approach enhances embedding, it does not necessarily improve clustering performance

[37].

2.3.6 Deep manifold clustering

In the realm of deep manifold clustering, as exemplified by Spectral-Net [38], the ob-

jective is to train a network that transforms the input data into the eigenspace of the
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graph Laplacian matrix. Following this transformation, a Siamese network is employed

to learn the weights of connections between nodes in the graph, culminating in the use of

k-means for the final clustering step. Nevertheless, manifold clustering techniques grapple

with substantial computational demands when handling extensive datasets. These meth-

ods also possess limited representational capabilities, often resulting in the underfitting

of the semantic aspects of natural data’s similarity matrix [39].

2.3.7 Deep clustering

The last family is Deep clustering. In recent clustering research, there has been a grow-

ing exploration of deep learning techniques that combine dimensionality reduction (DR)

and clustering, commonly referred to as "deep clustering" [40, 41]. We divide the deep

clustering methods into two classes according to how they optimize both loss functions:

sequential and interlaced deep algorithms.

The sequential deep methods first perform the optimization of the embedding loss and

then that of the clustering one. Deep Embedding and Clustering (DEC) belongs to this

class [7]. In DEC, the autoencoder is pre-trained and optimized using the Kullback-

Leibler divergence function by imposing some constraints to optimize the clustering as-

signments. The self-learning strategy of DEC could mislead the learning process by pro-

ducing non-representative features of data clustering [39]. Deep Semantic Embedding and

Clustering (DSEC) [42] works similarly to DEC. DSEC concatenates the training data’s

original feature and semantic space after the pre-training step.

The main drawback of the sequential deep clustering methods is that discarding the

decoder part makes less discrimination in the latent space. To mitigate the impact of

the random discriminative features during the clustering phase, the Autoencoder-based

clustering techniques retain the reconstruction loss.

Within the class of interlaced deep algorithms, the optimization of both embedding

and clustering objective functions occurs in an alternating fashion until a convergence

criterion is satisfied.

DEeP Embedded RegularIsed ClusTering (DEPICT)[8] comprises a convolutional au-

toencoder and a single clustering layer, which jointly learn latent features and the distri-
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bution of cluster assignments. DEPICT is optimized through the minimization of both

the reconstruction error and the relative entropy between the distributions of cluster

assignments and their priors. On the other hand, Deep Embedded Dimensionality Re-

duction Clustering (DERC)[10] combines a deep autoencoder with the t-SNE embedding

method [43] to acquire data representations. Cluster centers are initialized using a Gaus-

sian Mixture Model (GMM), and a probability-based triplet loss measure is employed to

fine-tune the model and enhance its clustering performance.

In the Joint Unsupervised LEarning (JULE) approach [44], a CNN is trained using an

agglomerative clustering loss. During each iteration, hierarchical clustering is performed

in the forward pass using an affinity measure, and the data representation is optimized in

the backward pass of the CNN. However, JULE faces limitations related to computational

and memory complexities associated with computing the affinity matrix generated by the

agglomerative clustering loss function.

On the other hand, the Information Maximizing Self-Augmented Training (IMSAT)

technique [45] is centered around data augmentation. In IMSAT, the network is trained to

maximize the mutual information between the data and the predicted clusters. The net-

work is also subject to regularization to ensure that the original data’s cluster assignment

aligns with the augmented data assignment.

Deep Adaptive Image Clustering (DAC) [9] generates the label of the points using a

CNN. Then, cosine similarities are calculated between points based on the label of points.

Those points are sampled as pairs of points according to the cosine similarities. The CNN

is trained using the chosen samples based on the developed binary pairwise classification

model.

Combining clustering and reconstruction in the interlaced model loss can cause a

trade-off between eliminating the non-discriminative details and preserving all informa-

tion. We tackled this constraint by introducing an enhanced multi-objective function that

simultaneously governs the embedding and clustering processes within a single, unified

step.
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2.4 The application of embedding and clustering in COVID-19
problems

This research primarily focuses on the automated organization of documents related to

COVID-19 literature. Notably, only a limited number of literature studies delve into this

intriguing subject matter. However, existing studies can be categorized into two groups

based on their employed techniques: handcrafted approaches and deep-based methods.

The first category, which falls under the "handcrafted" methods, encompasses ap-

proaches that utilize conventional machine learning techniques such as the Expectation

Maximization (EM) algorithm and Principal Component Analysis (PCA). For instance,

in a study like [46], diverse focuses within COVID-19-related abstracts were analyzed

using a clustering approach. In this approach, Singular Value Decomposition (SVD) was

employed for dimensionality reduction, while the Expectation-Maximization algorithm

(EM) was used for clustering. However, it’s important to note that this study exclusively

focused on analyzing abstracts and did not consider the entire document, potentially

impacting the accuracy of identifying topics discussed within these documents.

In the paper [47], the authors have introduced COVID-19 LC, a tool designed for

organizing and visualizing COVID-19 documents. Initially, the documents undergo pre-

processing and are transformed into vectors using the TF-IDF algorithm. Subsequently,

Principal Component Analysis (PCA) is employed to perform dimensionality reduction.

This step serves as a preparatory stage for the subsequent process, where t-distributed

Stochastic Neighbor Embedding (t-SNE) is utilized to represent the documents visually.

Following this, an unsupervised K-means algorithm clusters the documents by grouping

similar data instances into the same cluster and segregating them from dissimilar ones in

other clusters. Finally, Latent Dirichlet Allocation (LDA) is implemented to assign labels

to these clusters.

However, it’s important to note that relying solely on K-means for clustering can give

rise to several challenges. For instance, K-means is known to be ill-suited for datasets

with unbalanced clusters, as is often the case with datasets like CORD-19. Moreover, K-

means is sensitive to the initial clustering solution and may struggle to effectively handle
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outliers and noisy data.

In their work presented in [48], the authors developed a platform for extracting infor-

mation related to COVID-19 clinical risk variables and subsequently presented the results

in clustered form to facilitate knowledge discovery. Their study involved a comparative

analysis of two clustering algorithms: spectral clustering and Agglomerative clustering.

However, there remains potential for enhancement, particularly in terms of reducing the

dimensionality of the document-extracted vectors. Additionally, there is room for im-

proving the clustering component, which could lead to significant enhancements in the

outcomes of the proposed model, as suggested in previous studies [49, 50].

Regarding the second category, which comprises deep learning-based methods, there

is a notable scarcity of studies employing deep learning for the analysis of COVID-19-

related documents. In a study described in [51], the authors proposed an approach for

organizing and visualizing documents related to COVID-19 sourced from the CORD-19

dataset. Following a preprocessing step, the dataset’s dimensions were reduced using

a deep-stacked autoencoder. Subsequently, the reduced dataset was mapped into a 2D

space using the Uniform Manifold Approximation and Projection (UMAP) technique [12],

with the agglomerative clustering algorithm applied for data clustering. Finally, a topic

modeling step was conducted using Latent Dirichlet Allocation (LDA).

2.5 Requirements

In this section, we present the used datasets and the evaluation metrics in our different

contributions.

2.5.1 Datasets

In this section, we present 10 datasets that are used in the evaluation of our proposed

techniques. Table 2.1 summarizes these datasets.

1. IRIS: is a numerical dataset of 150 instances with four dimensions categorized into

three different classes.

2. Spiral: consists of 300 points with two coordination, which forms three spirals.

3. Atom In a 3-dimensional space, Atom is comprised of two clusters. The initial

University of Kasdi Merbah Ouargla 2023/2024 page 13



Chapter 2. State of the art

Table 2.1 – Dataset statistics.

Dataset Number of samples Number classes Feature Vector length
IRIS 150 3 4
Spiral 300 3 2
Atom 400 2 3
EngyTime 4096 2 2
Pen Digits 1797 10 64
USPS 9298 10 256
MNIST 70000 10 784
F-MNIST 70000 10 784
UMIST Face 575 20 10304
CIFAR10 60000 10 1024
Reuters 11228 4 2000
CORD-19 570000 2000

cluster contains a dense core consisting of 400 points, which is surrounded by another

distinct set of 400 points forming the second cluster [52].

4. EngyTimeEngyTime is a dataset featuring 4096 points characterized by two vari-

ables: "Engy" and "Time." It forms a two-dimensional mixture of Gaussians and can

be partitioned into two distinct clusters [53].

5. Pen Digits: Pen Digits dataset is an 8x8 gray image that consists of 1797 samples

belonging to 10 classes [54].

6. USPS: USPS comprises 9298 images distributed across 10 different classes, with

each image being a 16x16 grayscale representation [54].

7. MNIST: MNIST encompasses a collection of 70,000 images, each of which repre-

sents one of the 10 handwritten digits. These images are all in grayscale and have

dimensions of 28x28 pixels [55].

8. F-MNIST: The Fashion-MNIST (F-MNIST) dataset comprises 70,000 images, each

depicting one of the 10 different fashion products. These images are all grayscale

and possess dimensions of 28x28 pixels.

9. UMIST Face: is a dataset of faces, which consists of 564 images of 20 individuals.

10. CIFAR10: CIFAR10 is a dataset comprising 60,000 samples that are categorized

into ten distinct classes. Each sample is represented as a 32x32 RGB image [56].

11. Reuters: The Reuters dataset, an English news dataset [57], encompasses a total of
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11,228 documents. In alignment with the approach outlined in [7], we have employed

four (4) categories or classes while eliminating all documents labeled under multiple

root categories. As part of our preprocessing steps, we have removed stop words

and leveraged the tf-idf representation of the top 2000 most frequently occurring

words.

12. The COVID-19 Open Research Dataset Challenge (CORD-19) [58] is a

freely accessible dataset comprising more than 570,000 scientific papers related to

COVID-19, the SARS-CoV2 virus responsible for it, and other corona-viruses of

relevance. Among these papers, over 150,000 come complete with their full text.

This extensive dataset was collaboratively compiled by the White House and several

research teams, with the overarching aim of encouraging researchers worldwide to

employ innovative Machine Learning (ML) techniques, including Natural Language

Processing (NLP), to gain deeper insights into these viruses and contribute to efforts

in mitigating the pandemic’s spread.

2.5.2 Evaluation Metrics

This section presents all the evaluation metrics used in our studies in both domains

of clustering algorithms topic modeling.

2.5.2.1 Clustering validation metrics

External validation metrics

1. Accuracy We assess the performance of all clustering methods using the Clustering

ACCuracy (ACC), which is determined by finding the best alignment between the

ground truth labels and the predicted labels.:

ACC =maxm

∑n
i=1 1{GTi =m(PLi)}

n

where m is one-to-one mapping function between the ground truth GTi and pre-

dicted label PLi of samples zi.The Hungarian algorithm can effectively calculate

the optimal mapping [59].
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2. Normalized Mutual Information (NMI) The Normalized Mutual Information

(NMI) serves as a normalization of the mutual information score, scaling the results

within a range from 0, indicating no mutual information, to 1, signifying a perfect

correlation. The formula for NMI is as follows:

NMI =
2I(GTi,PLi)

[H(GTi)+H(PLi)]

Where I(GTi,PLi) is the Mutual Information between GTi, the ground truth, and

PLi, the predicted label. H(.) is the Entropy.

Internal validation measures We employ three widely recognized internal validation

indices, namely Calinski-Harabaz (CH) [60], Silhouette coefficient (S) [61], and Davis-

Bouldin (DB) [62].

1. Davies-Bouldin (DB) The Davies-Bouldin (DB) index [63] takes into account

both the intra-cluster dispersion and the inter-structure of clusters. The DB in-

dex produces values within the [0,+∞] range, where lower values indicate better

clustering quality.

2. Calinski-Harabaz (CK) The Calinski-Harabaz (CH) index [64] quantifies the

separation between clusters. CH index values fall within the [0,+∞] range, with

higher values signifying superior clustering quality.

3. Silhouette Coefficient (SC) The Silhouette Coefficient (SC) [65] gauges the qual-

ity of clustering. The S index yields values within the range of [−1,1], where values

closer to 1 suggest better clustering outcomes, while values nearer to −1 indicate

less desirable results.

2.5.2.2 Topic modeling validation metrics

To assess the effectiveness of topic modeling techniques, we employ the following met-

ric:

— Coherence Score Cv: The Coherence Score (Cv) is a metric that quantifies how

frequently two words, denoted as wi and wj , co-occur within the corpus. It is defined
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as follows:

CUMass(wi,wj) = logD(wi,wj)+ 1
D(wi)

,

where D(wi,wj) indicates how many times words wi and wj appear together in

documents, and D(wi) is how many time word wi appeared alone. The greater the

number, the better is coherence score.

2.6 Conclusion

We focused our interests in this thesis on two fields, which are embedding and cluster-

ing, in addition to their applications to solve other problems. This chapter was divided

into four parts. The first part gave an overview of the related state-of-the-art works for di-

mensionality reduction and embedding. Whereas the second part summarized the existing

works for clustering. The third part discussed the different proposed methods to organize

COVID-19-related documents. The last part represents the datasets and evaluation met-

rics used in our contributions. The next chapter presents our first contribution, which is

to investigate the possibility of improving the performance of the clustering algorithms

using embedding techniques.
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Considerably improving

clustering algorithms using

UMAP dimensionality reduction

technique: a comparative study

3.1 Introduction

This study aims to improve the performance of some well-known clustering algorithms

such as k-means [6], Gaussian Mixture Models (GMMs) [29], HDBSCAN [32], and hier-

archical algorithms [30]. However, those clustering algorithms are time-consuming and

suffering while dealing with large datasets, which require hand-crafted or automatically

learned features for datasets [5].

In this chapter, we formulate the following hypothesis: if we apply an adequate em-

bedding on our raw data, i.e., an embedding that allows finding a reasonable distance

preserving manifold, then this could help clustering algorithms do their job. One key

question was: which embedding technique to apply to find the best embedding manifold?

Several non-linear manifold learning methods exist and can be categorized by their fo-
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cus on finding local structures such as T-SNE [43] or global structures such as Isomap [16].

A more recent manifold learning technique is UMAP [12]. UMAP performed better in

preserving both the local and global structure than its concurrents [12], and it has proven

to meet our needs exactly [66, 67]. In this contribution, Our primary focus was mea-

suring the improvement achieved by each clustering algorithm thanks to applying the

UMAP embedding manifold. To validate our method, we conduct several experiments

on five datasets. Conducted experiments validate our claim about optimizing clustering

algorithms using UMAP.

The rest of this chapter is organized as follows. Section 3.2 is an overview of UMAP.

In section 3.3, we introduce our idea. Section 3.4 discusses the experimental results in

five image datasets. Section 3.5 concludes the chapter.

3.2 UMAP embedding technique for dimensionality reduction

Uniform Manifold Approximation and Projection (UMAP) is a recently proposed man-

ifold learning method that seeks to represent local structures accurately and better incor-

porate global structures [12]. Compared to t-SNE, it has several advantages. UMAP has

been shown to scale well with large datasets, while t-SNE typically struggles with them.

UMAP relies on three hypotheses, namely that 1) the data is uniformly distributed on

a Riemannian manifold, 2) the Riemannian metric is locally constant 3) the manifold is

locally connected. These assumptions make it possible to represent the manifold with

a fuzzy topological structure of high-dimensional data points. The embedding manifold

is found by searching for a fuzzy topological structure of low-dimensional data projec-

tion. To construct the fuzzy topological structure, UMAP represents the data points by

a high-dimensional graph. The constructed high-dimensional graph is a weighted graph,

with edge weights representing the likelihood that two points are connected.UMAP uses

exponential probability distribution to compute the similarity between high dimensional

data points:

pi|j = exp(−d(xi,xj)−ρi

σi
) (3.1)
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Where d(xi,xj) is the distance between the i− th and j− th data points, and ρ is the

distance between i− th data points and its first nearest neighbor. In cases where the

weight of the graph between i and j nodes is not equal to the weight between j and i

nodes. UMAP uses a symmetrization of the high-dimensional probability:

pij = pi|j + pj|i −pi|jpj|i (3.2)

As we said above, the constructed graph is a likelihood graph, and UMAP needs to

specify k the number of nearest neighbors:

k = 2
∑

i pij (3.3)

Once the high-dimensional graph is constructed, UMAP constructs and optimizes the

layout of a low-dimensional analog to be as similar as possible. For modeling distance in

low dimensions, UMAP uses a probability measure similar to Student t-distribution:

qij = (1+a(yi −yj)
2b)−1 (3.4)

Where a≈ 1.93 and b≈ 0.79 for default UMAP.

UMAP uses binary cross-entropy (CE) as a cost function due to its capability of

capturing the global data structure:

CE(P ,Q) =
∑

i

∑
j

[pij log(pij

qij
)+ (1−pij) log(1−pij

1− qij
)] (3.5)

P is the probabilistic similarity of the high dimensional data points, and Q is for the

low dimensional data points.

The derivative of the cross-entropy is used to update the coordination of the low-

dimensional data points to optimize the projection space until the convergence. UMAP

applied Stochastic Gradient Descent (SGD) due to its faster convergence, and it reduces

memory consumption since we compute the gradients for a subset of the data set.

UMAP has several important hyper-parameters that influence its performance. These

hyper-parameters are:
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Figure 3.1 – Application of clustering algorithms on the embedding space of UMAP.

— The dimensionality of the target embedding

— The number of neighbors k, choosing a small value means the interpretation will

be very local and capture fine detail structure. While choosing a considerable value

means the estimation will be based on more significant regions and, thus, will miss

some fine detail structure.

— The minimum allowed distance between points in the embedding space. Lower

values of this minimum distance will more accurately capture the proper manifold

structure but may lead to dense clouds that make visualization difficult.

3.3 Proposed Method

Our method relies primarily on applying clustering algorithms on embedding manifold

extracted by manifold learning methods UMAP [12]. We described the UMAP algorithm

in section 3.2. We chose four well-known clustering algorithms, which are k-means [6],

HDBSCAN [32], GMM [29] and Agglomerative Clustering [30]. We will show that by

augmenting the clustering task with a manifold learning technique that explicitly takes

local structure into account. We can increase the quality of the clustering performance of

the different algorithms. Fig. 3.1 represents the architecture of our method.

3.4 Experiments

To assess the improvement of using UMAP with the clustering algorithms studied, we

conduct experiments on various diverse datasets, including standard datasets widely used

to evaluate clustering algorithms.
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Figure 3.2 – Visualization of K-Means applied to all five datasets. The first row represents
the K-Means visualization of the five datasets themselves, and the second row represents the
visualization of K-Means on the UMAP embedded manifold of these datasets.

3.4.1 Requirements

We conducted our experiments on five image datasets, which are MNIST [55], Fash-

ion MNIST [68], USPS [54], Pen Digits [69] and UMIST Face Cropped [70]. Table 2.1

summarizes the main characteristics of each dataset. To validate the performance of the

clustering algorithms, we use the two standard evaluation metrics, accuracy (ACC) and

Normalized Mutual Information (NMI). Please see Sec. 2.5.

3.4.2 Results

Fig. 3.2 shows the resulting clusters using k-means for visualization purposes. We

could see that the visualization is better when we apply the algorithm on the UMAP

embedded manifold of the five datasets. However, to better understand the effectiveness

of our method at clustering, we will study each clustering algorithm by measuring its

results on the different datasets using the accuracy and NMI, as well as when we apply it

to the extracted features by UMAP.

Table 3.1 and Table 3.2 show the accuracy and NMI results for the clustering al-

gorithms on five different datasets comparable to the same algorithms applied on the

embedding manifold of the datasets extracted by UMAP. In both tables, improvement

score rows represent the difference between the results of the algorithms and the results
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Table 3.1 – Comparison between the different clustering algorithms on the five datasets ac-
cording to the accuracy measure.

MNIST F-MNIST UMIST Face Pen digits USPS
K-means 0.5278 0.4750 0.4348 0.7028 0.6678
UMAP + K-means 0.9054 0.5865 0.7409 0.8843 0.8105
Improvement Score 0.3776 0.1115 0.3061 0.1815 0.1427

Agglomerative 0.5751 0.5766 0.4539 0.7451 0.6834
UMAP + Agglomerative 0.8918 0.5925 0.7270 0.8737 0.9584
Improvement Score 0.3167 0.0159 0.2731 0.1286 0.2740

HDBSCAN 0.2765 0.2140 0.4904 0.5453 0.3529
UMAP + HDBSCAN 0.7765 0.3458 0.6730 0.9004 0.9553
Improvement Score 0.5000 0.1318 0.1826 0.3551 0.6024

GMM 0.4507 0.4579 0.3826 0.4836 0.4802
UMAP+GMM 0.9159 0.5885 0.7287 0.8748 0.6727
Improvement Score 0.4652 0.1306 0.3461 0.3912 0.1925

after applying these algorithms to the features extracted by UMAP. By doing so, we can

see how UMAP can help the four clustering algorithms and how much the results have

improved. The algorithms achieved great results on embedded data points, where an in-

crease of up to 60% improves the accuracy and the range of 5% to 48% in terms of NMI.

What is striking is how UMAP helped HDBSCAN to improve its result by 60 percentage

points on the USPS dataset. Also, it improved better than the other algorithms in 2 of the

5 datasets with at least 50% in terms of accuracy and over 38% in terms of NMI measure.

GMM is improved better than the other, on 3 of the 5 datasets, with a percentage over

34% in accuracy and over 25% in NMI measure.

The accuracy and NMI measures showed us that the studied clustering algorithms in

general and HDBSCAN, as a particular case, had terrible results and especially in MNIST

and Fashion MNIST datasets. The problem here is all the clustering algorithms tend to

suffer from the curse of dimensionality: high dimensional data requires more observed

samples to produce much density. If we could reduce the dimensionality of the data more,

we would make the density more evident and make it far easier for those algorithms to

cluster the data. We need manifold solid learning, where UMAP can come into play. One

of the reasons which help the studied algorithms to perform well on the learned manifold

is to set the min distance (the hyper-parameter of UMAP) to be 0. And thus making the
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Table 3.2 – Comparison between the different clustering algorithms on the five datasets ac-
cording to the NMI measure

MNIST F-MNIST UMIST Face Pen digits USPS
K-means 0.4774 0.5139 0.6647 0.6998 0.6266
UMAP + K-means 0.8494 0.6377 0.8663 0.8545 0.8602
Improvement Score 0.3720 0.1238 0.2016 0.1547 0.2336

Agglomerative 0.6360 0.6080 0.6673 0.7965 0.7250
UMAP + Agglomerative 0.8463 0.6511 0.8764 0.8456 0.9000
Improvement Score 0.2103 0.0431 0.2091 0.0491 0.1750

HDBSCAN 0.3674 0.2535 0.6933 0.5804 0.4442
UMAP + HDBSCAN 0.8315 0.6323 0.8427 0.8871 0.8923
Improvement Score 0.4641 0.3788 0.1494 0.3067 0.4481

GMM 0.3882 0.5471 0.6160 0.5203 0.4232
UMAP+GMM 0.8654 0.6424 0.8648 0.8447 0.8231
Improvement Score 0.4772 0.0953 0.2488 0.3244 0.3999

Table 3.3 – The execution time before and after applying UMAP on the different clustering
algorithms on the five datasets.

Time in second MNIST F-MNIST UMIST Face Pen digits USPS
K-means 112.13 74.69 17.24 0.94 12.93
UMAP + K-means 1.22 1.20 0.33 0.26 0.57

Agglomerative 710.08 674.14 6.57 0.48 47.93
UMAP + Agglomerative 88.31 100.14 0.03 0.28 8.51

HDBSCAN 1603.26 1660.25 17.77 1.14 117.56
UMAP + HDBSCAN 5.13 4.49 0.03 0.12 0.75

GMM 24.51 26.27 3.49 0.58 25.26
UMAP+GMM 0.51 0.42 0.06 0.03 0.14

points packed together densely and making cleaner separations between clusters.

Table 3.3 gives us the execution time taken for each clustering algorithm on the dif-

ferent datasets compared to the run-time of these algorithms applied to the embedding

manifold of the five datasets. We can observe that the run-time is also improved, where

it was reduced to a few seconds and sometimes to a few split seconds, and this is a good

achievement for our method compared to the size of the datasets. Especially for agglom-

erative and HDBSCAN algorithms, the run-time of HDBSCAN is reduced from over 26

minutes until around 5 seconds in MNIST and Fashion MNIST datasets. These results

demonstrate that these clustering algorithms can now handle large datasets well.
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3.5 Conclusion

In this study, we investigated the use of the UMAP technique for dimensionality re-

duction before applying several well-known clustering algorithms to datasets. We showed

that it could drastically improve the performance of the studied algorithms regarding clus-

tering accuracy and time. Experimental results indicate that the proposed approach can

improve clustering performance and make conventional clustering algorithms competitive

with the current state-of-the-art clustering approaches. Experiments also validate that

our method allows the clustering algorithms to deal better with larger data sets.

As we saw that embedding techniques play a significant role in improving the perfor-

mance of clustering techniques, our subsequent work was to suggest a technique that does

joint learning for embedding and clustering. The next chapter will present our proposed

technique, Unified Embedding and Clustering (UEC).
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Clustering

4.1 Introduction

Recent studies tended to perform the embedding and clustering together of the data.

These methods perform embedding and clustering sequentially; however, the clustering

phase would corrupt the representation space induced by embedding. In contrast to these

methods, The embedding and clustering loss functions are optimized simultaneously in one

step by our proposed technique, Unified Embedding and Clustering (UEC). It is motivated

by the fact that jointly learning the embedding and clustering manifold improves clustering

quality [49, 66, 10]. To start the optimization process that boosts the quality of embedding

and clustering, UEC initializes the low dimensional space and the cluster assignments.

However, this optimization process can be done differently, yielding different versions

of the UEC algorithm. Here we propose three (3) different variants. In the first variant,

called Comma variant, the algorithm alternates between optimizing the embedding loss

and the clustering loss functions. In the second and the third variants, called Plus and

Light Plus variants, respectively, the optimization is done in one combined step. The

difference between the second and third variants lies in calculating the derivative (please

see Sec. 4.4). The Light Plus variant is computationally faster than the Plus variant, but

the latter is more accurate than the Light Plus variant.

27



Chapter 4. Unified Embedding and Clustering

The rest of this chapter is organized as follows: Section 4.2 describes the proposed

UEC algorithm, and Sec. 4.3 give more details about the ingredients of the algorithm.

Section 4.4 presents the details of the UEC’s optimization variants. Section 4.5 discusses

the experimental results before concluding the chapter in Sec. 4.6.

4.2 Unification of Manifold Embedding and Clustering

Before discussing the details of the proposed method, the list of symbols to be used

in the rest of this chapter is introduced in Tab. 4.1.

Table 4.1 – Description of all used symbols

Symbols Description
Y Input datapoints: Y = {y}n

i=1,yi ∈RD

Z The representation of the data in the embedding space: Z = {z}n
i=1,zi ∈Rd

M The set of cluster centers: M = {µ}C
k=1, where C is the number of clusters

Γi Local neighborhood of yi datapoint
pi|j Probability distribution between the input datapoints yi and their j− th

nearest neighbor. These form the matrix: P = {pij} to be defined later
qij The probability distribution between the embedded datapoint zi and its j− th

nearest neighbor: Q= {qij}
Sik The soft assignment distribution that indicates the probability between the

points zi and the cluster center µk: S = {sik}
Tik Auxiliary target distribution: T = {Tik}
CE Binary cross entropy representing the adopted embedding loss function
KL Kullback–Leibler divergence representing the adopted clustering objective

function
F Total loss as a Weighted sum function of both CE and KL

The proposed algorithm, UEC, aims to preserve the closeness in the input space when

mapping the data into the output space. Thus, data points with similar characteristics are

projected nearby, and dissimilar ones are mapped apart. Like general manifold embedding,

UEC considers the original data as a high-dimensional graph to be transformed into a

lower-dimensional one.

UEC is about mapping high D-dimensional input data onto a d-dimensional embedded

space while considering clustering constraints, where d << D. To achieve that, UEC

optimizes the following objective function:

F = α CE⊕β KL (4.1)
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Algorithm 1 UEC
Input: Dataset Y = {yi}n

i=1, number of cluster C, dimension of the embedding space d,
min-dist, number of neighbors nn
Output: Embedded dataset Z = {zi}n

i=1, set of centers M = {µk}C
k=1.

1: Construct the graph of the original data
2: Compute the affinity matrix for the input data Y Eq. 4.3 and 4.5.
3: Initialize the embedding space of dimension d.
4: Initialize the cluster centers.
5: while The convergence criterion is not met do
6: Compute the affinity matrix for the embedded data Z, Eq. 4.6.
7: Compute the soft assignment of the embedded data to the clusters S(Z,M),

Eq. 4.7.
8: Compute the probabilistic point-to-cluster assignments using the obtained soft

assignment T (Z,M), Eq. 4.8.
9: Update the coordinates of the embedded data Z, as in Eq. 4.14.

10: Update the centers, as in Eq. 4.12.
11: end while

The first term (CE) is the cross-entropy that assesses the embedding quality in the low-

dimensional space. It is referred to as the embedding loss function. The second term (KL)

is the Kullback-Leibler divergence, which assesses the clustering quality. It is referred to

as the clustering loss function. The quantities α and β define the relative weights of the

overall function’s two-loss component and control the trade-off between embedding and

clustering.

We can optimize this function in two different ways. Each of them follows an inter-

pretation of the ⊕ symbol:

1. ⊕ = ’,’ (comma) UEC takes one gradient step for the embedding optimization

problem, passes the new parameters to the clustering optimization problem, takes

one gradient step for the second optimization problem, then passes the estimated

parameters to the first optimization problem again, and repeats this alternating

sequence. This scenario is referred to as a sequential update.

2. ⊕ = ’+’ (plus) that indicates that the evaluation of Eq. 4.1 is done in one combined

step (multi-objective function) to update the sought quantities simultaneously. This

scenario is referred to as joint update.

Equation 4.1 depends on several quantities (matrices), namely P , Q, T and S de-

scribed in Tab. 4.1. The matrix P forms the affinity scores between the individual data
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points and their nearest neighbors in the input space. The matrix, Q, represents the

similarity between the embedding space’s data points. The matrix S is a soft assignment

of embedded data to clusters. At the same time, T represents the probabilistic point-to-

cluster assignments using the obtained soft assignment S (The formal definition of these

matrices will follow below). Equation 4.1 can be rewritten as follows:

F (P ,Q,T ,S) = α CE(P ,Q)⊕β KL(T ||S) (4.2)

CE computes the total entropy between P and Q, while KL measures the relative en-

tropy (divergence) between S and T . This objective function will be used to analytically

compute the coordinates of the set Z (coordinates of the data in the embedded space)

and the centers M .

Before delving into the details, it is worthwhile to portray the structure of the UEC

algorithm.

4.3 Formulation of the algorithm ingredients

4.3.1 Computation of the affinity matrix P

The affinity matrix P represents the similarity scores between pairs of data points

using the exponential probability:

pi|j = exp(−d(yi,yj)−ρi

σi
) (4.3)

Given an input hyper-parameter nn which represents the number of neighbors, d(yi,yj)

is the distance between the ith datapoint and its jth nearest neighbor. ρi is defined by:

ρi =min{d(yi,yj) | 1 ≤ j ≤ nn,d(yi,yj) > 0} (4.4)

Which represents the distance between ith datapoint and its first nearest neighbor. It

ensures the local connectivity of the manifold. For each yi, σi is defined by:

nn∑
j=1

exp

−max(0,d(yi,yij )−ρi)

σi

= log2(nn)
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We use a symmetrization of the high-dimensional probability since the weight of the

edge between the ith and jth nodes is not equal to the weight between jth and ith nodes.

The final formulation of P is given as follows:

pij = pi|j + pj|i −pi|jpj|i (4.5)

We utilize the Nearest-Neighbor-Descent (k-NN) algorithm [71] to represent the data’s

underlying structure and construct local neighborhood Γ of point yi. Therefore local

neighborhood is Γi = {yj |yj ∈ knn(yi),yi ∈ knn(yj)}. However, the resulting k-NN graph

often contains disconnected components and potentially isolated vertices. Isolated vertices

violate the assumption that the underlying manifold is locally connected, and disconnected

components negatively impact the initialization of the low dimensional space. Inspired

from [72], we refine the graph construction and avoid the problem of the isolated vertices

by increasing the connectivity of the k-NN graph using a maximum spanning tree (MST)

[73].

4.3.2 Initialization

We use a spectral layout [74] to initialize the embedding. To map the data into a

low-dimensional space, the spectral embedding method computes the eigenvectors of the

affinity matrix of the graph. This provides both faster convergence and greater stability of

the algorithm. To initialize the centers of the clusters, we use a centroid-based algorithm

(e.g., k-means, GMM, etc.).

4.3.3 Computation of the affinity Matrix Q

The affinity matrix Q represents the similarity scores between each embedded data-

point and its neighbors. It is computed using a smooth approximation of the membership

strength:

qij = (1+a
∥∥∥zi − zj

∥∥∥2b

2
)−1 (4.6)

The parameters a and b are defined using the piece-wise non-linear least-square fitting

ψ : Rd × Rd → [0,1] where
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ψ(zi,zj) =


1 if

∥∥∥zi − zj

∥∥∥
2

≤min-dist

exp(−(
∥∥∥zi − zj

∥∥∥
2
−min-dist)) otherwise

where min− dist is a hyper-parameter representing the desired separation between

close points in the embedding space.

4.3.4 Computation of the soft assignments S

The matrix S is computed using a smooth approximation of the membership strength

between the embedded points zi and the cluster centers µk as follows:

Sik = (1+a∥zi −µk∥2b
2 )−1 (4.7)

Where a and b are the same ones used in Eq. 4.6. We could also consider the following

form like in DEC [7] (which is inspired from t-SNE [43]):

Sik =
(1+a∥zi −µk∥2b

2 )−1∑
k(1+a∥zi −µk∥2b

2 )−1

However, it has been shown in UMAP [12] that the normalization increases processing

time without improving accuracy.

4.3.5 Computation of the auxiliary target distribution T

The matrix T should satisfy three constraints: (1) improving the cluster purity, (2)

ensuring high-confidence assignments to get more emphasis, and (3) preventing large

clusters from distorting the embedding space by normalizing the loss contribution of each

center. A formulation that addresses these constraints is given as follows:

Tik =
Sik/

∑
lSlk∑

m(Slm/
∑

lSlm)
(4.8)

The Tik numerator ensures that the first condition is met. Normalizing the membership

of a data point by the sum of the memberships of other data points in the same cluster

makes this point have a hard assignment (closer to 0 or 1). The denominator guarantees
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the third constraint, which enforces our preference for having balanced assignments and

preventing large clusters from distorting the embedding space. Points that have hard

assignments are involved in the process of finding the assignment of stray points.

4.3.6 Formulation of the optimization problem

The coordinates of the data points and the centers of the clusters are updated in light

of the minimization of the two objective functions: the embedding and the clustering loss

functions. These functions are coupled in Eq. 4.2. Before discussing the two optimization

options (see Sec. 4.2) presented earlier, we formulate the first term, which is the embedding

objective loss represented as binary cross-entropy (CE). CE is given as follows:

CE(P ,Q) =
∑

i

∑
j

[pij log(pij

qij
)+ (1−pij) log(1−pij

1− qij
)] (4.9)

where P and Q are the probabilistic similarity scores of the input data Y and that of the

embedded data Z respectively. The second term is the clustering objective function, which

is defined as the Kullback–Leibler (KL) divergence function between the soft assignments

S and the auxiliary distribution T :

KL(T ||S) =
∑

i

∑
k

Tik log Tik

Sik
(4.10)

Due to the relative entropy of the KL divergence function and the ability to learn from

high-confidence assignments and auxiliary target distribution, it is used to refine clusters.

The combination of cross entropy and KL divergence loss functions makes our algorithm

capable of capturing the local and global data structure. The objective function, terms,

and all quantities used have been defined. We discuss the optimization problem to update

the coordinates of Z and the clusters’ centers.

4.4 Optimization of the objective function

The coordinates of a datapoint zi and centers of clusters µj are updated at each time

step t until the criterion convergence parameter is met. Due to its rapid convergence and

low memory consumption, we use Stochastic Gradient Descent (SGD) as an optimization
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algorithm. As illustrated in Alg. 1, the optimization steps are repeated until the change

in the cluster assignment of the points is less than a threshold 1e−5.

As indicated earlier, the update of zi and µj can occur according to two variants.

4.4.1 Comma (Sequential) variant

In the comma variant, the terms of the objective function are sequentially evaluated.

4.4.1.1 Update of the embedding

The data coordinates in the embedded space will be updated twice in a sequential

manner. The first update stems from the embedding loss and is given as follows:

zi(t+ 1) = zi(t)−η
δCE

δzi

where η is a learning rate. The quantity δCE
δzi

is expressed as follows:

∂CE

∂zi
=
∑

j

 2bpij

1/(a
∥∥∥zi − zj

∥∥∥2(b−1)
2

)+
∥∥∥zi − zj

∥∥∥2
2

− 2b(1−pij)∥∥∥zi − zj

∥∥∥2
2
(1+a

∥∥∥zi − zj

∥∥∥2b

2
)

∥∥∥zi − zj

∥∥∥
(4.11)

For more details, see Appendix A. While the second update of the coordinates of zi comes

from the clustering loss.

zi(t+ 1) = zi(t)−η
δKL

δzi

The partial derivative of the clustering loss function (KL) given by Eq. 4.10 w.r.t. zi

reads as follows:

∂KL

∂zi
=
∑
k

2ab∥zi −µk∥2b−1
2 Tik

1+a∥zi −µk∥2b
2

4.4.1.2 Update of the cluster centers

The centers µk do not depend on the embedding loss function. Hence, the centers

of the clusters are updated using the derivative of the clustering loss function, the KL-
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divergence (Eq. 6.9), as follows:

µk(t+ 1) = µk(t)−η
δKL

δµk
(4.12)

where η is a learning rate, and δKL
δµk

is as follow:

δKL

δµk
=
∑

i

−2ab∥zi −µk∥2b−1
2 Tik

1+a∥zi −µk∥2b
2

(4.13)

4.4.2 Plus (Combined) variant

The main difference between the combined and the sequential variants is that the

clustering influences the computation of zi and µj in the former.

4.4.2.1 Update of the embedding

According to this second variant, the coordinates of the datapoints zi are updated

using the embedding and the clustering loss functions simultaneously.

From Eq. 4.1, the update is executed as follows:

zi(t+ 1) = zi(t)−η
∂F

∂zi
(4.14)

= zi(t)−η

(
α
δCE

δzi
+β

δKL

δzi

)
(4.15)

Where δCE
δzi

is given by Eq. 4.11 and δKL
δzi

is given as follows:

∂KL

∂zi
=
∑
k

∂Tik

∂zi
(1+ log Tik

Sik
)+

2bTik

1/∥zi −µk∥2b−1
2 +∥zi −µk∥2

2


+
∑
i′ ̸=i

∑
k

[
∂Ti′k

∂zi
(1+ log Ti′k

Si′k
)

]
(4.16)

The derivative of KL is the sum of 2 terms since the derivation of Tik w.r.t. zi is

computed according to two cases: 1) When i′ = i, 2) When i′ ̸= i (see Appendix B for

more details).
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The final formulation of the update is obtained by combining Eq. 4.11 and Eq. 4.16:

∂F

∂zi
= α

∂CE

∂zi
+β

∂KL

∂zi
(4.17)

4.4.2.2 Update of the cluster centers

Since CE does not depend on µk, only the clustering loss function, KL is relevant:

∂KL

∂µk
=
∑

i

∂Tik

∂µk
(1+ log Tik

Sik
)− 2ab∥zi −µk∥2b−1

2 Tik

1+a∥zi −µk∥2b
2

+∑
i

∑
k′ ̸=k

[
∂Tik′

∂µk
(1+ log Tik′

Sik′
)

]

The derivative of the KL divergence is the sum of two parts requiring the consideration

of two cases: 1) When k′ = k, 2) When k′ ̸= k. For more detail, see Appendix B.

4.4.3 Light Plus variant

In the combined variant, we consider that the update of zi and µk depends on the

auxiliary target distribution, T . While this variant significantly improves the proposed

UEC’s performance, it is not highly efficient in terms of computational time due to the

heavy computation involved in the gradient descent update, hence this light version of

the combined variant. The underlying assumption of this third variant is to consider Tik

not dependent on zi and µk. More details are provided in Appendix C.

4.4.3.1 Update of the embedding

KL divergence is derived w.r.t. zi:

∂KL

∂zi
=
∑
k

2ab∥zi −µk∥2b−1
2 Tik

1+a∥zi −µk∥2b
2

(4.18)

By substituting the derivative of CE (Eq. 4.11) and the derivative of KL divergence

(Eq. 4.18) in the total loss function (Eq. 4.17), we then obtain the final update of zi(t+1)

as shown in Eq. 4.15.
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4.4.3.2 Update of the cluster centers

The derivative of total loss F (Eq. 4.1) w.r.t. µk is computed only for the KL-

divergence function, which depends on the cluster centroids. The formulation obtained

in the sequential variant derivations will be applied here for updating the centers (See

Eq. 4.12 and Eq. 4.13).

4.4.4 Implementation

Following the work of [12] and [71], the practical implementation of this algorithm

requires k-nearest neighbor calculation and efficient optimization via stochastic gradient

descent. As mentioned above, we used the Nearest Neighbor Descent (NND) algorithm

of [71] to obtain the optimal number of the nearest neighbors. The NND paper reported

that the algorithm’s empirical complexity is O(N1.14). In optimization of the embedding

under the provided objective function, we follow the work of [12]. This gives a very

efficient approximate stochastic gradient descent algorithm since there is no normalization

requirement. From what was mentioned above, the overall complexity is empirically

approximately O(N1.14).

4.5 Experiments and discussion

This section will show the performance of the proposed 3 variants of UEC on a set of

benchmarks. Specifically, we will discuss the following experiments:

— The first experiment evaluates the three variants and compare their performance

in term of external validation, internal validation, and computational time; see

Sec. 4.5.2.

— In the second experiment, we study the effect of the number of clusters and the ini-

tialization of the clusters’ centers on the performance of UEC variants, see Sec. 4.5.3.

— In the third experiment, we study the sensitivity of UEC towards the initialization

of embedding space, see Sec. 4.5.4.

— In the fourth experiment, we assess the ability of UEC to Preserve the Local and

Global structure of the data, see Sec. 4.5.5.
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— In the fifth experiment, we discuss the parameters α and β in Eq. 4.1 and their

effect, see Sec. 4.5.6.

— In the sixth experiment, we compare the performance of UEC variants against the

state-of-the-art manifold and deep clustering methods, see Sec. 4.5.7.

— In the seventh experiment, we evaluate the performance of UEC variants challenging

datasets, see Sec. 4.5.8.

— Qualitative results are presented in the last section, see Sec. 4.5.9

4.5.1 Requirements

4.5.1.1 Datasets

We conduct experiments on six benchmark datasets given as follows: IRIS, Spiral,

USPS [54], MNIST [55], CIFAR-10 [56], Reuters [57]. We evaluate all clustering meth-

ods using two kinds of measures: External and Internal validation metrics. We used as

External validation metrics the ACCuracy (ACC) [59] and Normalized Mutual Informa-

tion (NMI). We use three well-known internal validation indices, which are Davis-Bouldin

(DB)[62], Silhouette coefficient (S) [61], and Calinski-Harabaz (CH) [60]. More details

about those datasets and evaluation metrics are given in Sec. 2.5

Implementation Details

In the optimization step of UEC, our weighted sum function is minimized using

Stochastic Gradient Descent (SDG). We set the learning rate to 1.0 and then decreased

it by 10 every 10 epoch. The number of epochs is set to 200 for big datasets and 500 for

small ones.

4.5.2 Comparison of the variants

In this experiment, We evaluate the performance of each variant of the UEC (comma

variant, plus variant, light plus variant) in terms of three aspects: (1) External validation,

(2) internal validation, and (3) computational time.

As an external validation measure, we used the accuracy and NMI measures to eval-

uate the performance of UEC’s three variants. Through Tab. 4.2, We can see that the
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clustering performance of Plus variant is better than the other two versions. However,

Table 4.3 shows that Comma variant and Light plus variant are better than Plus variant

in the execution time as expected given its high computational requirements involving

several equations as shown in Appendix B. Comma variant and Light plus variant are

approximately near to each other in the execution time. However, Light plus variant is

better than Comma variant in the clustering performance. Therefore, these results sup-

port our claim that the joint optimization of embedding and the clustering loss functions

improves the clustering performance of our algorithm.

Internal validation intends to quantify clustering quality, usually using two criteria:

Compactness and Separation. The first criterion measures the data objects’ similarity

in the individual clusters. The second criterion measures how distinct or well-separated

clusters are from each other. Often, these two criteria are embedded in various clustering

quality indices. In this study, we use three internal validation indices, which are Davis-

Bouldin (DB) [62], Silhouette coefficient (S) [61], and Calinski-Harabaz (CH) [60].

Tables 4.4, 4.5, and 4.6 show the clustering quality scores of the UEC variants. They

indicate that the Plus variant is the best among the three variants across the three indices.

The UEC variants obtain approximately the same DB and S results on MNIST and USPS,

presumably because of the similar nature of these two datasets. The results on CIFAR-10

are less competitive, maybe because of the poor quality of the images leading to cluster

overlapping.

On the other hand, the three variants perform well on the Reuters dataset using each

of the three indices. In general, the UEC variants can preserve the between and within-

cluster distances because they are designed to preserve the global and local structures of

the data.

Remark: Based on the results achieved by the three variants of UEC, we use only

the Light plus variant in the upcoming experiments (in Sec. 4.5.3 and Sec. 4.5.6), since

Light plus variant is the fastest one among the three versions. Its clustering performance

is near to Plus variant.
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Table 4.2 – Evaluating the performance of the UEC’s three variants in Accuracy (ACC) and
NMI.

Models
Dataset

USPS MNIST
ACC NMI ACC NMI

Comma variant 0.967 0.928 0.959 0.932
Plus variant 0.982 0.948 0.988 0.956
Light plus variant 0.979 0.937 0.986 0.950

Table 4.3 – Evaluating the performance of the UEC’s three variants in terms of Execution
time (in seconds).

Models Dataset
USPS MNIST

Comma variant 70 150
Plus variant 180 1226
Light plus variant 47 115

4.5.3 Effect of the number of clusters

In this experiment, we study two aspects. First, We analyze the sensitivity of the UEC

algorithm toward changing the number of clusters and then study the effect of different

initialization of the clusters’ centers.

To study The effect of changing the number of clusters on the performance of UEC on

three datasets: USPS, MNIST, and CIFAR-10. We use the Average Silhouette method

to evaluate the performance of UEC for different values of the number of clusters k in a

range of [2,30]. According to the Silhouette method, we observe that the best number of

clusters for the three datasets is 10; see Fig. 4.1. We made one more step to be sure that

10 is the optimal number of clusters for the three datasets. We evaluate UEC on the same

range using Accuracy and NMI metrics. Figure 4.2 shows that the best performance of

UEC on the three datasets is 10 clusters. We can observe that the performance of UEC

is coherent and consistent in both experiments.

The second part of this experiment is to study the sensitivity of the UEC algorithm

toward the initialization of the clusters’ centers. We perform three types of initializa-

tion using k-means, Gaussian mixture models (GMM), and randomly chosen medoids.

The experiments are conducted using Light plus variant on the considered datasets (see

Sec. 4.5.2). Table 4.7 shows our algorithm’s performance using the three initializations
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Table 4.4 – Clustering quality using the Davies-Bouldin index.

Models Dataset
USPS MNIST CIFAR-10 Reuters

Comma variant 1.676 1.593 5.148 0.701
Plus variant 1.581 1.494 4.264 0.559
Light plus variant 1.634 1.555 4.721 0.623

Table 4.5 – Clustering quality using the Silhouette index.

Models Dataset
USPS MNIST CIFAR-10 Reuters

Comma variant 0.201 0.219 -0.001 0.315
Plus variant 0.278 0.282 0.009 0.495
Light plus variant 0.222 0.231 0.006 0.417

evaluated by the accuracy measure. We can see that the UEC algorithm is not sensitive to

the type of initialization adopted (even with the random centroid initialization, it achieves

good results).

Notice: Based on the achieved results, in the upcoming experiments, we use k-means

to initialize the centers.

4.5.4 Embedding space Initialization

In this experiment, we analyze the sensitivity of the UEC algorithm toward the ini-

tialization of the embedding space. We perform two types of initialization using spectral

embedding algorithm and random initialization. The experiments are conducted using

Light plus variant on the considered datasets. Table 4.8 shows the performance of our

algorithm using both initializations evaluated by the accuracy measure. We can see that

Figure 4.1 – The effect of changing the number of clusters measured by Silhouette score.
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Figure 4.2 – The effect of changing the number of clusters measured by Accuracy and NMI.
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Table 4.6 – Clustering quality using the Calinski-Harabaz index.

Models Dataset
USPS MNIST CIFAR-10 Reuters

Comma variant 1123.754 9682.256 997.84 16481.130
Plus variant 1398.425 10189.580 1289.475 20142.254
Light plus variant 1211.068 9819.213 1179.962 18248.961

Table 4.7 – Effect of center initialization on the performance.

Algorithm initialization Dataset
USPS MNIST CIFAR-10 Reuters

random 0.975 ± 0.004 0.981 ± 0.005 0.515 ± 0.01 0.955 ± 0.002
K-means 0.979 ± 0.002 0.986 ± 0.003 0.526 ± 0.002 0.962 ± 0.001
GMM 0.980 ± 0.003 0.985 ± 0.002 0.524 ± 0.002 0.961 ± 0.002

the UEC algorithm is not sensitive to the type of initialization adopted (even with random

initialization, it achieves good results).

Table 4.8 – Effect of the embedding space initialization on the performance.

Algorithm initialization Dataset
USPS MNIST CIFAR-10 Reuters

Random initialization 0.976 ± 0.03 0.984 ± 0.02 0.520 ± 0.04 0.949 ± 0.01
Spectral embedding 0.979 ± 0.02 0.986 ± 0.01 0.526 ± 0.02 0.962 ± 0.005

4.5.5 Preserving the local and the global structures of the data

In the first part of this experiment, we assess the ability of k-NN graphs to capture

the local structure and study the effect of the number of neighbors nn. In addition, this

experiment is important to decide the best value of nn for the upcoming experiments. To

do so, we conduct an extensive sensitivity analysis experiment, varying the values of nn

in a range [2,100] and evaluating the performance of UEC using three measures: two are

internal validation metrics, namely Davis-Bouldin and Silhouette coefficient and the third

one is an external metric which is the accuracy. The Internal metrics assess how well the

data points within the same cluster are similar to each other and how distinct different

clusters are from each other. Internal measures indicate how well the local structure of

data is preserved. The external metrics provide insights into the extent to which obtained

clusters fit known or expected patterns so that external measures are a good indicator of

how well the global structure of the data is maintained.
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Figure 4.3 – Preservation of the local structure using k-NN graph.

In this experiment, we consider the USPS dataset to obtain the results shown in

Fig. 4.3. The best performance in terms of accuracy is obtained when the number of

neighbors is set to 4 and 5. The internal measures, on the other hand, in the last two

sub-figures show that the local structure is well captured since nn after a certain threshold

value, 4, does not affect the internal measures becoming stable.

In the upcoming experiments, we fixed nn for the small datasets to be 5 and for the

large datasets to be 30 as the default value.

In the second part of this experiment, we will study how the cross entropy (CE)

function can maintain the global structure of the data. First, let us observe the following

cases to understand the behavior of CE:

— If the distances between points in both the high and low-dimensional space are

small, then CE must be low or non-existent.

— If the distances between points in both the high and low-dimensional space are large,

then CE must be low or non-existent.

— CE must be large if the distances between points in the high-dimensional space are

small (resp. large) and the distances in the low-dimensional space are large (resp.

small).

On the other hand, from the definition of CE, Eq. 4.9:

CE(P ,Q) =
∑

i

∑
j

[P (X) log(P (X)

Q(Y )
)+ (1−P (X)) log(1−P (X)

1−Q(Y )
)]

where X is the distance between the data points in the high-dimensional space and Y is
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the distance between the data points in the low-dimensional space.

Figure 4.4 – Preservation of the global structure using CE function.

Considering the USPS dataset, X and Y are plotted in Fig. 4.4 along with the CE

loss between them. Moreover, when the X distances are large, and the Y distances are

small, CE is large (meaning that far apart points in the high dimensional projected far to

each other in the low dimensional space). In conclusion, the CE(X,Y ) function is able

to preserve both local and global distances.

4.5.6 Effect of Alpha and Beta

Recall that α is related to the embedding loss, while β is related to clustering. To

study the effect of the parameters α and β on the loss function, we vary them in the unit

interval [0,1] and observe their effect on the UEC’s performance and execution time. The

experiments are conducted using Light plus variant following the remark in Sec. 4.5.2. To

perform such analysis, two experiments are designed as follows:

University of Kasdi Merbah Ouargla 2023/2024 page 45



Chapter 4. Unified Embedding and Clustering

Experiment 1: we study the effect of the parameters on the gradient magnitude order of

both embedding and clustering loss functions w.r.t. zi (more details about the magnitude

of both gradients are presented in D) by varying α and β in [0,1]. Using the USPS dataset,

the accuracy and NMI results are presented in Tab. 4.9 and Tab. 4.10, respectively. For

computational reasons, we have considered only USPS due to its size. The algorithm

achieves better results when α and β both go to 1 and worst results when they go to

0 (since only the centroids move). If we allow data points to move, the model makes a

quantum leap in its performance as we see in Tab. 4.9 comparing the outcome when

the parameters are set to 0 and 0.2, the accuracy increases from 0.615 to 0.951. The

performance improves as β increases, but the performance remains relatively constant

as α increases. We can also observe that the execution time increases when α decreases

(because the algorithm needs more epochs to converge).

Table 4.9 – Effect of α and β on the performance of the algorithm measured by accuracy.

β
α 0 0.2 0.4 0.6 0.8 1

0 0.615 0.951 0.953 0.956 0.958 0.961
0.2 0.958 0.961 0.962 0.964 0.965 0.967
0.4 0.961 0.963 0.965 0.967 0.969 0.970
0.6 0.963 0.966 0.968 0.970 0.971 0.973
0.8 0.965 0.968 0.971 0.973 0.975 0.976
1 0.972 0.973 0.974 0.976 0.977 0.979

Table 4.10 – Effect of α and β on the performance of the algorithm measured by NMI.

β
α 0 0.2 0.4 0.6 0.8 1

0 0.575 0.904 0.908 0.912 0.916 0.919
0.2 0.910 0.913 0.916 0.919 0.921 0.923
0.4 0.914 0.917 0.920 0.923 0.925 0.927
0.6 0.918 0.921 0.923 0.926 0.928 0.930
0.8 0.921 0.924 0.927 0.929 0.932 0.934
1 0.923 0.926 0.929 0.932 0.935 0.937

Experiment 2: We study the effect of varying α and β on a modified gradient mag-

nitude order of both embedding and clustering loss functions. This experiment aims to

show if we clip the values of the gradients of the loss function, this modification could

improve the algorithm’s performance.
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The gradient values of the embedding loss are found to be in ]−20,20[, while those of

the clustering loss are in ]0,20[. However, most of the values for the gradient of embedding

and clustering loss functions are in [−4,4] and [0,1], respectively. We, therefore, clip the

values of the embedding loss gradient to [−4,4], and we divide the values by 4 to bring

it to the interval [−1,1]. The values of the clustering loss gradient are clipped to [0,1].

Tables 4.11 and 4.12 show the accuracy and NMI of the algorithm after the clipping

transformation. We can observe a slight positive change in the performance results.

Table 4.11 – Effect of different values of α and β on the algorithm’s performance measured by
the accuracy.

β
α 0 0.2 0.4 0.6 0.8 1

0 0.594 0.944 0.948 0.951 0.954 0.957
0.2 0.956 0.957 0.958 0.960 0.961 0.962
0.4 0.960 0.962 0.963 0.964 0.965 0.966
0.6 0.963 0.966 0.967 0.968 0.969 0.970
0.8 0.967 0.968 0.970 0.971 0.972 0.973
1 0.969 0.971 0.972 0.973 0.975 0.976

Table 4.12 – Effect of different values of α and β on the performance of the algorithm measured
by the NMI.

β
α 0 0.2 0.4 0.6 0.8 1

0 0.571 0.900 0.904 0.907 0.912 0.915
0.2 0.912 0.914 0.916 0.918 0.920 0.922
0.4 0.915 0.917 0.919 0.921 0.924 0.926
0.6 0.918 0.920 0.922 0.924 0.927 0.929
0.8 0.921 0.923 0.925 0.927 0.929 0.931
1 0.924 0.926 0.928 0.930 0.932 0.933

4.5.7 Comparative Study

4.5.7.1 Baseline Methods

The proposed UEC is compared with a set of deep and manifold-based clustering

methods including state-of-the-art deep clustering methods: k-means [6], deep embed-

ded clustering (DEC) [7], Joint Unsupervised Learning (JULE) [44], Deep Embedded

Regularized Clustering (DEPICT) [8], Deep Adaptive Clustering (DAC) [9], Information

Maximizing Self-Augmented Training IMSAT [45]. Spectral Net [38], Deep Embedded Di-

University of Kasdi Merbah Ouargla 2023/2024 page 47



Chapter 4. Unified Embedding and Clustering

mensionality Reduction Clustering (DERC) [10], and Dynamic Autoencoder DynAE [39].

For these methods, the performance results are taken from the original publications.

4.5.7.2 Experiment results

Tables 4.13 and 4.14 outline the performance in terms of accuracy and NMI, respec-

tively, where the top three accuracy scores are highlighted. Table 4.13 shows that both

variants of UEC (Plus and Light Plus variant) outperform the other algorithms across

all benchmarks. It outperforms most of the deep clustering methods by a significant

margin. Among the pros of manifold embedding techniques are they do not need any

fine-tuning, in contrast to the deep clustering models, which require tweaking several

hyper-parameters and fine-tuning to achieve better results. This advantage makes UEC

significantly a better embedding-and-clustering choice than the other alternative cluster-

ing models. In addition, JULE, DEPICT, and DAC techniques are designed for image

datasets, so these techniques cannot be performed on other datasets, such as Reuters. In

contrast, UEC can be applied to any dataset.

Table 4.13 – UEC vs. other baselines: accuracy scores.

Dataset
Models USPS MNIST CIFAR-10 Reuters
k-means [6] 0.668 0.572 0.228 0.524
DEC [7] 0.619 0.843 0.301 0.722
JULE [44] 0.950 0.964 0.271 -
IMSAT [45] 0.976 0.984 0.456 0.719
DEPICT [8] 0.964 0.965 0.342 -
DAC [9] 0.972 0.978 0.522 -
Spectral Net [38] 0.965 0.971 0.322 0.803
DERC [10] 0.977 0.975 - -
DynAE [39] 0.981 0.987 0.530 0.937
UEC (Plus variant) 0.982 0.988 0.534 0.965
UEC (Light plus variant) 0.979 0.986 0.526 0.962
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Table 4.14 – UEC vs. other baselines: NMI scores.

Models Dataset
USPS MNIST CIFAR-10 Reuters

k-means 0.450 0.499 0.087 0.497
DEC 0.586 0.816 0.256 0.703
JULE 0.913 0.913 0.192 -
IMSAT 0.945 0.953 0.431 0.594
DEPICT 0.927 0.917 0.306 -
DAC 0.928 0.935 0.395 -
Spectral Net 0.914 0.924 0.288 0.674
DERC 0.942 0.927 0.316 -
DynAE 0.948 0.964 0.403 -
GCML 0.902 0.946 0.374 0.590
UEC (Plus variant) 0.948 0.956 0.412 0.894
UEC (Light plus variant) 0.937 0.950 0.398 0.879

Table 4.15 – Evaluating the performance of our three variants against the other techniques in
terms of Execution time (in seconds).

Models Dataset
USPS MNIST CIFAR-10 Reuters

k-means 12 112 152 15
DEC 53 693 1035 80
JULE 2540 12500 21250 -
IMSAT 1160 4675 9687 1856
DEPICT 1778 9561 13570 -
DAC 1690 9670 12280 -
Spectral Net 6480 11430 19430 9720
DERC 3247 10195 17400 -
DynAE 7910 10808 26270 -
GCML 8040 15000 32500 7880
UEC (Plus variant) 180 1226 3065 160
UEC (Light plus variant) 47 115 965 40

4.5.8 Evaluation on Challenging datasets

The objective of this experiment is to evaluate the performance of UEC on challenging

datasets, such as spiral, IRIS, EngyTime, and Atom, compared to a set of clustering

algorithms. Those datasets address specific challenges to clustering algorithms, such as

lack of linear separability, different or small internal class spacing, classes defined by data

density rather than data spacing, no cluster structure, outliers, or touching classes [75, 76].

Through Tab. 4.16, it can be seen we compared UEC with conventional algorithms in

this table. There is no Deep Clustering (DC) algorithm because it is known that these

techniques require large datasets to be able to train the DC techniques on these datasets.
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Data augmentation can be done, but DC techniques still fall into the problem of over-

fitting because DC techniques have large numbers of hidden features whose values are

radically under-determined by small data. The ability to cluster small datasets is a plus

point in favor of UEC against deep clustering algorithms. In addition, through Tab.

4.16, we can observe that UEC outperforms most of the compared algorithms with a

significant margin in both datasets. In addition, we observe that the performance of UEC

is competitive to HDBSCAN on the Atom dataset, which means both techniques performs

well on dataset defined by data density. UEC has successfully overcome the mentioned

challenges posed by these datasets.

Figure 4.5 represents 2D visualization of IRIS, Spiral, Engytime, and Atom datasets

using UEC versus original visualization. We note that UEC always seeks to maintain the

similarity between the points so that the original space’s close points are mapped to each

other in the embedding space, and the diverging points fall far from each other. We can

also notice that UEC can separate overlapped clusters from each other well, as is the case

in IRIS and Engytime datasets.

Table 4.16 – Evaluating the performance of UEC’s variants against the other techniques in
terms of Accuracy (ACC) and NMI.

Models Dataset
Spiral IRIS EngyTime Atom
ACC NMI ACC NMI ACC NMI ACC NMI

K-means 0.523 0.218 0.893 0.758 0.951 0.729 0.717 0.298
GMM 0.473 0.202 0.900 0.777 0.951 0.794 0.642 0.200
Spectral clustering 0.486 0.298 0.906 0.805 0.962 0.776 0.501 0.002
Agglomerative 0.570 0.219 0.893 0.770 0.923 0.646 0.657 0.219
HDBSCAN 0.406 0.129 0.906 0.713 0.575 0.385 1.0 1.0
UEC (Plus variant) 0.829 0.753 0.946 0.845 0.987 0.904 1.0 1.0
UEC (Light plus variant) 0.794 0.733 0.934 0.827 0.982 0.895 1.0 1.0

4.5.9 Qualitative results

The discriminative ability of the three variants of UEC can be illustrated in Fig. 4.6.

The figure represents a 2D visualization of USPS and MNIST datasets. These represen-

tations are obtained by projecting the data onto a 2-dimension space. We can observe

that in all datasets, the clusters are well-separated.

University of Kasdi Merbah Ouargla 2023/2024 page 50



Chapter 4. Unified Embedding and Clustering

Figure 4.5 – visualization of challenging datasets: Original vs. The UEC visualization.
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Figure 4.6 – The visualization of USPS and MNIST datasets using the UEC against ISOMAP
and t-SNE.
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4.6 Conclusion

In this chapter, We have presented the UEC technique, which jointly optimizes the

representation and clustering of data. UEC is a manifold-based clustering algorithm that

can preserve data’s local and global structure and seeks to learn the manifold within

the embedding space. It comes with three variants that resulted from the optimization

process: Comma variant, Plus variant, and Light plus variant. The empirical results

obtained through performance and sensitivity analysis have shown the high effectiveness

of UEC across several large-scale benchmarks and against some baseline algorithms.

In the next chapter, we will talk about applying embedding and clustering techniques

to solve problems related to the COVID-19 pandemic. Exactly, we will show how embed-

ding and clustering techniques help in organizing and visualizing the COVID-19-related

literature.
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Scientific Literature

5.1 Introduction

In the last few years, and since 2019, the world has witnessed the outbreak COVID-19

pandemic. This pandemic seriously threatened all humans, causing hundreds of millions

of cases in which a few million have died [77, 78]. This has caused saturation in health

systems even in the most developed countries, an unprecedented economic recession, the

closure of borders between countries, the locking of stores, and the unavailability of many

services people may need [79, 80].

Considerable efforts are made to counter the spread of this pandemic and limit its

damage. Thousands of researchers from all over the world have actively participated in

this effort. They tried, each in their discipline, to develop new vaccines, purpose drugs,

produce tools for tracking contamination among the population, study the effects of the

lockdown on the economy of countries and the psychology of individuals, etc.

The current work aims to use ML techniques to build an efficient tool for automatically

organizing and visualizing COVID-19-related scientific documents. The developed tool is
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handy for researchers and decision-makers since it allows them to:

— Navigate easily through the huge number of documents in the dataset,

— Easily find all the documents related to a given topic,

— Locating the most relevant documents to a given paper.

The rest of the paper is organized as follows: In Section 5.2, we will give details about

our method, and in Section 5.3, we will report some experimental results. Then, The

paper finishes with concluding remarks and perspectives for future research in Section

5.4.

5.2 Proposed Method

As we said above, our goal is to develop a tool for organizing and visualizing the sci-

entific documents related to COVID-19 based on the recent Machine learning techniques.

Ultimately, the documents are represented in a 2D graphical space where the user can

navigate through the whole collection of documents. Related documents should be visu-

alized close to each other [11]. In addition, each document (a point in our 2D space) is

provided with its metadata: title, author names, abstract, and other valuable details.

In Fig. 5.1, we present the pipeline of our tool, which can be summarized in the

following steps:

— First, documents are pre-processed to eliminate stop words and useless ones. In

addition, papers written in languages other than English are ignored. Details are

given in Section 5.2.1.

— Second, we do Feature Extraction using Term Frequency–inverse document fre-

quency (Tf-idf) technique [81]. This is detailed in Section 5.2.2.

— Third, we perform dimensionality reduction using a deep Denoising Autoencoder

[13], as explained in Section 5.2.3.

— Fourth, the autoencoder output is projected into a 2D space using UMAP embedding

technique [12]. Then, we use the Agglomerative clustering algorithm [30] to cluster

the output of UMAP. See Section 5.2.4.
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Figure 5.1 – The steps of our method: ( a) CORD-19 data set ( b) Pre-processing: We keep
the documents written in English only, and then we remove the punctuation and stop-words. (c)
Features are extracted using Tf-idf Vectorizer, (d) The dimensionality of the extracted features
is reduced using a deep Denoising Autoencoder. (e) The reduced data are projected into a
2D space using UMAP (f) and then clustered using the Agglomerative algorithm. (g) We use
LDA to perform topic modeling and extract the keywords that best represent each cluster. (h)
Finally, the whole dataset is viewed by the user through an interface where he can navigate
through topics and papers.
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— Sixth, we perform Topic modeling using Latent Dirichlet Allocation LDA [82] as

explained in Section 5.2.5. The goal of this step is to label each cluster automatically.

— Finally, the results are visualized to the user through our interface as depicted in

Section 5.2.6.

In the following subsections, we detail each step.

5.2.1 Pre-processing

The pre-processing step is essential because it permits data filtering before processing.

When adequately done, it improves any ML algorithm’s performance. First, we load the

dataset and extract the text of the papers, making it up. We then remove any document

that is not in English, and from the retained documents, we remove any punctuation or

stop-word. Such words are irrelevant in our case and constitute noise that may mislead

the algorithm.

5.2.2 Feature Extraction

The documents are in text format and need to be converted to a numerical format

that our algorithm can handle. This conversion is done through the well-known Term Fre-

quency–inverse document frequency (Tf-idf) [81] document feature extraction technique.

It transforms row text into fixed-size numerical feature vectors based on the frequency of

the different words in each document.

5.2.3 Dimensionality reduction

The features obtained from the above step are of a very high dimension, which equals

the number of possible words in the dataset. Since then, a dimensionality reduction has

been mandatory to make them usable by embedding and clustering techniques. Denoising

Autoencoder (DAE) [13] is a good dimensionality reduction technique that can extract

the intrinsic structure of the dataset. We trained a DAE to be able to reconstruct the

documents of our collection. DAE contains an encoder and decoder parts, and each layer

in the encoder is represented as follows:
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x̃i ∼Dropout(xi)

ei = (fei(Weix̃+ bei)

where xi is the input of the i− th encoding layer. Dropout(.) [83] is a regularization

technique used to reduce the over-fitting in our autoencoder. fei is the activation function

of the current encoding layer, and θei = {Wei ,bei} are the parameters of the i−th encoding

layer.

The following equations represent the layers of the decoder part:

ẽi ∼Dropout(ei)

di = (fdi
(Wdi

ẽ+ bdi
)

where ei is the input of the i− th decoding layer, fdi
is the activation function of the

current decoding layer, and θdi
= {Wdi

,bdi
} are the parameters of the i− th decoding

layer. Rectified Linear Units (ReLUs) [84] are used as an activation function, except for

the encoder’s input layer and the decoder’s output layer. We use the least-squares loss as

an objective function:

min∥x− e∥2
2

5.2.4 Projecting and Clustering

Inspired from [49], we use the Uniform Manifold Approximation and Projection (UMAP)

technique [12] to project the features extracted by the deep Autoencoder into a 2D em-

bedding space. More details about UMAP are presented in section 3.2.

We follow the projection step with the clustering step using Agglomerative Hierarchical

clustering [30], an effective clustering algorithm that doesn’t require specifying the number

of clusters apriori.
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5.2.5 Topic Modeling

Assigning labels to each cluster generated by the previous step is essential. Indeed,

clustering algorithms group similar data into clusters without providing labels or informa-

tion about clusters. This would make our cluster dumb. We, therefore, resorted to topic

modeling to automatically extract the keywords that represent each cluster accurately.

We used the Latent Dirichlet Allocation (LDA) topic modeling technique [82]. LDA is

a popular method used in a variety of applications. It is a simple and effective method that

can summarize the content of large datasets. In LDA, each document can be described by

a distribution of topics, and a distribution of words can describe each. It is a generative

statistical model that allows sets of words to be explained by a shared topic. LDA extracts

each topic’s keywords, which are later used as labels.

5.2.6 Visualization Tool

Our tool has a user-friendly interface that visualizes the whole dataset, as shown in

Fig. 5.2. Different clusters are visualized in different colors. In addition, documents

dealing with the same or similar subjects are viewed close to each other. This greatly

helps the user go from a given document to a similar one. Finally, the user can visualize

the metadata related to the documents he wants, including the document’s title, authors,

and abstract. See the floating message box in Fig. 5.2.

Figure 5.2 – Visualization of the literature related to COVID-19.
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5.3 EXPERIMENTAL EVALUATION

5.3.1 Evaluation Protocol

We validated our method on the COVID-19 Open Research Dataset (CORD-19) [58],

which is presented in Sec. 2.5. However, This dataset does not contain ground truth or

any other mechanism that enables evaluating organization algorithms developed for it.

Labeling the whole dataset with ground truth is a very tedious task and out of the scope

of this work. Since then, we have adopted some evaluation methods that do not require

labeling. We conducted 3 experiments:

— The first experiment will measure the homogeneity of our results compared to those

of other algorithms and the fact that the documents belonging to a given cluster

should talk about the same topic. We used the accuracy measure based on the

Hungarian algorithm [59].

— The second experiment will assess the internal validity of our clustering algorithm

and compare it with the same algorithms as the first experiment.

— The third experiment will show how we determined the optimal number of clusters.

5.3.2 First experiment: Homogeneity of our clusters

In the first experiment, we adopted the same protocol as [47], which can be summarized

as follows:

1. We first applied our algorithm to organize the dataset into clusters and predict

cluster labels.

2. We then partitioned each of the obtained clusters into two parts: train and test.

3. We finally trained three classifiers on the train part, then tested on the test ones,

and then calculated their accuracy. The used classifiers are SGD [85], KNN [86],

and SVC [87].

Their accuracy should allow for assessing the homogeneity of clusters, i.e., all the

documents belonging to a given cluster should deal with the same topic. The rationale

behind this experiment is as follows: if we train an excellent classifier on the –labeled–

train part of any given cluster, then when tested on the test part of the same cluster, this

University of Kasdi Merbah Ouargla 2023/2024 page 60



Chapter 5. A Machine Learning-Based Tool for Exploring COVID-19 Scientific Literature

classifier must be able to predict the same label. Consequently, the higher the accuracy

of the classifier, the more homogeneous our clusters are. The results of this experiment

are shown in Fig. 5.3 where we compared our algorithm against a few other methods

respectively: Deep Embedded Clustering DEC [7], Birch [88], Spectral Clustering [33],

and the one adopted in COVID-19 LC [47]. This latter is similar to ours since it is

dedicated to COVID-19-related literature.

Figure 5.3 – Result of clustering algorithms in terms of accuracy.

From Fig. 5.3, we can observe that, when applied to our algorithm’s results, the three

classification algorithms gave the best accuracy compared to the other algorithms. This

can be explained by the fact that other algorithms preserve only the global structure of

the dataset. On the other hand, our choice to apply UMAP [12] before clustering helped

preserve both the dataset’s local and global structure. In other words, UMAP finds the

similarities between documents in the original space and then tries to preserve them in the

embedding space. This allowed us to produce a clustering-friendly space and permitted

our algorithm to produce coherent clusters regarding topics.

The same figure also shows that the Spectral clustering algorithm performed relatively

well. This can be attributed to the fact that this algorithm preserves local similarity

between documents, like UMAP.
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5.3.3 Second experiment: Internal Clustering performance of our
algorithm

In this experiment, we aim to compare our algorithm with the same algorithms of

the first experiment regarding internal clustering performance without needing labels.

The results are given in Table 5.1, where three measures are Davies-Bouldin (DB) [63],

Calinski-Harabaz (CK) [64], and Silhouette Coefficient (SC) [65]. More details about

these metrics are presented in section 2.5.2

Table 5.1 – Comparison with different algorithms in terms of Davies-Bouldin (DB), Calinski-
Harabasz (CH), and Silhouette Coefficient (SC).

Clustering Methods Clustering measures
DB CH SC

COVID-19 LC 5.83 628.48 0.016
Birch 6.50 155.06 0.007

Spectral clustering 5.75 313.20 0.014
DEC 25.99 315.59 0.009
Ours 1.22 10644.78 0.359

According to Table 5.1, we first notice that our algorithm yields significantly better

results than all the other ones in terms of all indices. Far behind our algorithm, two

algorithms snatch the second place: Spectral clustering [33], which is second in terms of

DB index and third in terms of SC, and COVID-19 LC [47], which is second in terms of

CH and SC and third in terms of DB. On the other hand, the less efficient algorithms are

Birch [88] and DEC [7]. This experiment assesses the quality of our algorithm’s clustering,

ensuring a good dataset organization.

5.3.4 ELBOW method to find the correct number of clusters

The correct number of clusters the CORD-19 dataset comprises is unknown. Since

then, it has been necessary to use an automatic method to discover this number, which

we will call K. We used the ELBOW method [81]. We run our algorithm several times,

changing the value of K each time and measuring the distortion. This latter is the average

of the squared distances from the cluster centers. Fig. 5.4 plots distortion against K. At

the beginning, the distortion decreases quickly with the increase of K, and then there
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Figure 5.4 – ELBOW method to find the best value of K: the number of clusters.

is no noticeable decrease. The better value of K is situated in the zone, looking like an

elbow in this curve. In our case, we observe that this value comprises between 5 and 15.

This is why we set K = 10 in the first two experiments.

5.4 Conclusion

In this chapter, we presented a new method for the automatic organization and bib-

liometric analysis of the many scientific papers related to COVID-19 that have been

published recently. The proposed method first represents those documents numerically,

then clusters them, and finally discovers the topic that each cluster deals with. Our

method uses some of the most recent and advanced machine learning techniques, such

as UMAP embedding and Deep autoencoders. The tool we developed helps researchers

navigate all related publications easily and discover all notably similar studies. Besides,

cluster mapping can be helpful for data analysis. The conducted experiments proved that

our method achieved outstanding results. The next chapter presents an entirely novel

method for the organization and the analysis of COVID-19-related documents.
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6.1 Introduction

In the previous chapter, we discussed the problem posed by the emergence of the

COVID-19 pandemic. We also presented a solution, which is a combination of algorithms

for dimensionality reduction, embedding, clustering, and topic modeling. However, much

effort remains to be made to improve the effectiveness of the organization of documents

related to COVID-19. To this end, we present our novel deep dimensionality reduction

and data clustering architecture in this chapter.

The rest of this chapter is organized as follows: More details about our method are in

Sec. 6.2. Section 6.3 reports some experimental results. Then, we conclude the paper in

Sec. 6.4.
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6.2 Proposed Method

This section is devoted to presenting the proposed method in detail. Indeed, the

main target of this study is to develop a clustering method to organize the scientific

documents related to COVID-19 based on deep learning. To do so, we propose a novel deep

architecture that simultaneously carries out dimensionality reduction and data clustering

(DJRC). Figure 6.1 presents the general flowchart of the proposed approach. From Figure

6.1, we can notice that the first step of our method is to pre-process the input documents

by eliminating punctuation, stop words, orthographic and spelling errors, symbols, etc.

We consider an autoencoder-based architecture in which three components, two different

encoders and one decoder, are jointly trained. We refer to the two encoders as clean

and noisy because the former is fed with pre-processed documents, whereas the last one

is fed with raw documents. To improve the model robustness, we consider training the

noisy encoder with the weights of the clean encoder. To further improve the model

robustness, inspired by the denoising auto-encoder (DAE) principle, we consider a two-

fold loss (i.e., objective function), where the first fold of the loss is generated by considering

the latent space of the noisy encoder and the output of the decoder. The second fold of

the loss is designed for predicting the cluster assignments. To do so, we associate each

clean and noisy encoder with two matrices, aiming to converge the matrices to each

other by iteratively updating them during training. This double-side convergence can

be achieved by considering the cross-entropy function instead of the conventional KL

divergence. Indeed, this two-fold loss (i.e., objective function) allows us to reduce the

dimensionality and cluster the data simultaneously. The cornerstone of the proposed

method lies in this simultaneity, which allows our model to train efficiently and overcome

the issue of latent space distortion.

After the training process had finished, and unlike the existing works, which fed the

entire dataset documents to the topic modeling model, we fed the LDA with the data

clusters, which are supposed to be consistent and group the documents covering the same

topic, as shown in Figure 6.2. Doing so can significantly improve the model efficiency and

reduce the response time, which is crucial for such models and for fighting COVID-19 in
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general.

Figure 6.1 – DJRC’s architecture. The clean and noisy data are passed to dimensionality
reduction and clustering algorithms to embed and cluster the dataset.

6.2.1 Dataset pre-processing

In our work, we use the COVID-19 Open Research Dataset (CORD-19) [58], which is

a freely and publicly available dataset on the Kaggle website. It contains over 1,000,000

scholarly articles, including over 400,000 full-text scientific papers concerning COVID-19,

SARS-CoV2, and other related coronaviruses. In the natural language processing field,

the pre-processing step (such as removing the punctuation, stop-word, etc.) is essential to

filter and clean the data from inaccuracies, errors, or conflicting information to improve

the performance of the proposed model [89]. Furthermore, we used the well-known Term

Frequency–inverse document frequency (Tf-IDF) algorithm [81] to convert the documents

from the text format to the feature vectors that can be processed by learning models later

on.

TF-IDF vectorization involves calculating the TF-IDF score for every word in the

corpus relative to that document and then putting that information into a vector. Thus

each document in the corpus would have its vector, and the vector would have a TF-IDF

score for every single word in the entire collection of documents. Then the similarity

of the documents can be computed using cosine similarity between the vectors of those
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Figure 6.2 – Topic Modeling step. We use LDA to model the topic and extract the keywords
that best represent each cluster topic.

documents.

6.2.2 Dimensionality Reduction and Cluster assginments

6.2.2.1 The proposed architecture

In our model, Deep Joint dimensionality reduction and clustering (DJRC) is based on

a Denoising Autoencoder (DAE) with three components. DAE is a good dimensionality

reduction technique that can extract the dataset’s intrinsic structure [13]. Unlike the

standard learning approach for denoising autoencoders, we built an autoencoder similar

to the one reported in [8]. Figure 6.1 (a) represents the structure of the DAE, which

contains three parts: a clean encoder, a noisy encoder, and a decoder part. The clean

encoder is used to compute the more accurate target variables, while the noisy encoder is

trained to achieve noise-invariant predictions. The clean and noisy encoders are trained

together with the decoder, where the clean encoder shares its weights with the noisy

encoder. In the following, we give more details on these deep architectures.

Noisy encoder This component is trained using noisy input data. Noisy data refers

to text containing errors, inconsistencies, irrelevant information, punctuation, stop-word,
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numbers, special characters, capitalization, etc. The aim of training an autoencoder using

noisy data is to make it more robust to variations in the input data and to increase its

ability to generalize to new, unseen data. When the autoencoder is trained on noisy data,

it must learn to reconstruct the original, clean data from a corrupted version. This helps

the model to become more robust to noise and to ignore irrelevant details in the input

data. The following equation indicates the output of each layer in the noisy encoder:

z̃l = f l
e(W

l
ez̃

(l−1)+ ble) (6.1)

z̃l ∼Dropout(z̃l) (6.2)

where z̃l is the noisy input of the l-th encoding layer. Dropout(.) is a regularization

technique that we used to reduce the over-fitting in our autoencoder. f l
e is the activation

function (Rectified Linear Unit (RELU) in our case) of the current encoding layer, and

θl
e = {W l

e,ble} are the parameters of the l-th encoding layer, where W stands for the

weights, and b represents the bias. The structure of the noisy encoder is [D−500−500−

2000−d], where D is the dimension of the input data, and d is the dimension of the latent

space.

The noisy encoder is associated with a Soft assignment matrix denoted by Q. The Soft

assignment matrix was computed using an equation similar to the one used in [12]. This

equation measures the similarity between embedded point z̃ and centroid µk:

qik = (1+d2
ik)

−1 (6.3)

where d2
ik is the squared distance between the data points z̃ and the centroids µk, dik =

(z̃−µk). z̃ = f(xi) ∈ Z corresponds to the input data xi ∈X after embedding.

The complexity of the noisy encoder is O(N ∗W ∗ e+Q), where N is the number of

samples, W is the weights of the noisy encoder, and e is the number of epochs.

Clean encoder The clean encoder is trained using data cleaned from noise or corruption

that misleads the learning process. The aim of training an autoencoder using clean data
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is to learn a representation of the input data that is as accurate as possible. When the

autoencoder is trained on clean data, it can learn the underlying structure of the data,

including its important features and patterns. This allows the model to capture the input

data’s essence and accurately reconstruct the original data from its internal representation.

The features of the clean encoder are used in the reconstruction loss function, which is

inferred using the following equation.

zl = f l
e(W

l
ez

(l−1)+ ble) (6.4)

where zl is the input of the l-th encoding layer. f l
e is the activation function of the

current encoding layer, and θl
e = {W l

e,ble} are the parameters of the l-th encoding layer.

The structure of the clean encoder is similar to the noisy encoder [D−500−500−2000−

d].

This component (i.e., the clean encoder) is associated with a matrix (denoted by P)

which is iteratively updated during training epochs to achieve the cluster assignments. P

represents the probabilistic point-to-cluster assignments using the obtained Soft assign-

ment Q. Therefore, P is the auxiliary target distribution proposed to improve feature

representation and clustering assignment.

pik =
qik/

∑
l qlk∑

m(qlm/
∑

l qlm)
(6.5)

m is the number of clusters, and l is the number of data points in the corresponding

cluster.

The complexity of the clean encoder is O(N ∗W ∗ e+P ), where N is the number of

samples, W is the weights of the clean encoder, and e is the number of epochs.

Decoder The decoder is a commune part between the noisy and the clean encoders.

By training on clean and noisy data, the decoder can learn a more robust representation

of the data and generalize better to new, unseen data. The following equation represents
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the layers of the decoder part:

ẑl = f l
d(W

l
dẑ+ bld) (6.6)

Where zl is the input of the l-th decoding layer, fdl
is the activation function of the

current decoding layer, and θl
d = {W l

d,bld} are the parameters of the i-th decoding layer.

The structure of the decoder is [d− 2000 − 500 − 500 −D], where D is the dimension of

the input data, and d is the dimension of the latent space. The complexity of the decoder

is O(N ∗W ∗e), where N is the number of samples, W is the weights of the decoder, and

e is the number of epochs.

6.2.2.2 Joint optimization using the Two-fold objective function

The bottleneck of the proposed algorithm is to provide a joint learning framework

that optimizes the binary cross-entropy and autoencoder parameters. This is achieved by

using a two-fold function, which is given by

min
∑

i

∑
l

∥zl
i − ẑl

i∥2
2+

∑
i

∑
k

pik log pik

qik
− (1−pik) log 1−pik

1− qik
(6.7)

Training the autoencoder using reconstruction and clustering losses simultaneously

ensures the achievement of both objectives appropriately. The reconstruction loss helps

to ensure that the autoencoder can effectively capture the underlying structure of the

data and reduce it to a lower-dimensional representation. The clustering loss helps to

force the encoder to produce a compact and well-separated representation of the data in

the latent space, making it easier to perform the clustering task. The first term in Eq.

(6.7) is the Reconstruction Loss (RL):

RL=
∑

i

∑
l

∥zl
i − ẑl

i∥2
2 (6.8)

It is worth mentioning that the reconstruction loss is obtained by considering the weights

from the clean encoder and the features (i.e., of the latent space) from the noisy encoder.
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Combining the noisy encoder features and the clean encoder weights optimizes the recon-

struction loss in a way that ensures the balance of the trade-off between better handling

of the input data variations and the accuracy of the model.

The second term is the Clustering Loss (CL), computed between the Soft assignment

matrixQ and the auxiliary target matrix P . The CL is optimized until the Soft assignment

matrix approximates the auxiliary target matrix. The CL term is defined as

CL(P ||Q) =
∑

i

∑
k

pik log pik

qik
− (1−pik) log 1−pik

1− qik
(6.9)

We use the binary cross-entropy function as a clustering loss to perform double-side

convergence, i.e., P converges to Q, and Q converges to P, which is inspired by UMAP.

The Clustering Loss (CL) computes the total entropy between the quantity matrices Q

and P .

The aim is to find the derivative of CL function w.r.t zi and µk. First, CL was noted

as a function having z1,z2, . . . ,zn,µ1,µ2, . . . ,µC as vector variables. Then, the data point

coordinates zi are updated using the following iterative relations:

z
(t+1)
i = z

(t)
i −η∆ziCL(z

(t)
1 ,z(t)2 , . . . ,z(t)i , . . . ,z(t)N ,

µ
(t)
1 ,µ(t)2 , . . . ,µ(t)k , . . . ,µ(t)C ), (6.10)

for i = 1, ...,N and t is the time step. Where η is the learning rate, ∆ziCL is the

gradient of CL loss function with respect to the components of the vector zi i.e., if zi =

(zi1,zi2, . . . ,zid)
T then ∆ziCL = (∂CL

∂zi1
, ∂CL

∂zi2
, . . . , ∂CL

∂zid
)T where d = 1, ...,d is the dimension

of data space and the subscript T designate the transpose of the vector. The partial

derivative of the CL loss function w.r.t each component d of the vector zi is:

δCL

δzi
=
∑
k

[
2pik

1+d2
ik

− 2(1−pik)

d2
ik(1+d2

ik)

]
(zi −µk) (6.11)

Similarly, the coordinates of the centers of the clusters µk are updated using the
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following iterative relations:

µ
(t+1)
k = µ

(t)
k −η∆µk

CL(z
(t)
1 ,z(t)2 , . . . ,z(t)i , . . . ,z(t)N ,

µ
(t)
1 ,µ(t)2 , . . . ,µ(t)k , . . . ,µ(t)C ), (6.12)

for k = 1, ...,C and t is the time step. Where η is the learning rate, ∆µk
CL is the

gradient of CL loss function with respect to the components of the vector µk i.e., if

µk = (µk1,µk2, . . . ,µkd)
T then ∆µk

CL= ( ∂CL
∂µk1

, ∂CL
∂µk2

, . . . , ∂CL
∂µkd

)T . The partial derivative of

the CL loss function w.r.t each component d of the vector µk is:

δCL

δµk
=
∑
k

[
−2pik

1+d2
ik

+
2(1−pik)

d2
ik(1+d2

ik)

]
(zi −µk) (6.13)

Stochastic Gradient Descent (SGD) was used to optimize the cluster centers µk and

the parameters of the DAE jointly. For each iteration, the gradients δCL
δzi

are passed

down to the deep autoencoder and update mapping parameters using back-propagation

for computing zi.

6.2.3 Topic Modeling

In order to find the topics contained in the extracted clusters through our model to

interpret and understand the data and gain insights into the reasons behind the model’s

decisions, we resorted to the topic modeling step. We used Latent Dirichlet Allocation

(LDA) as a topic modeling technique. Unlike the previous studies, and to improve the

computational efficiency of the proposed approach, we opt for using the clusters produced

by the previous step (i.e., dimensionality reduction and clustering assignment). These

clusters are fed to the LDA instead of the whole dataset. LDA [28] is a widely used

method in various applications. In LDA, each document is described by a distribution of

topics, and the distribution of words can describe each topic, as shown by Figure 6.3.

Many reasons make LDA a good choice as a topic modeling technique. LDA is flexible,

effective, and scalable to handle large datasets such as CORD-19. LDA is a generative

model that explicitly models the generation of documents based on a set of latent topics.

This makes it easy to interpret the model’s results and understand the relationships
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between topics and documents. LDA is an unsupervised learning technique that does not

require labeled data, which makes it useful in our case.

Figure 6.3 – Latent Dirichlet Allocation description.

6.3 Experimental results

In this section, we report our experimental findings. Specifically, we carry out several

experiments to measure the performance of our proposed architecture. We divided these

experiments into two studies: a comparative study and a case study, as follows

— In the Comparative study, we compare the performance of our model against several

baseline models on benchmark datasets.

— In the case study, we study the performance of our model on an important topic:

the documents related to COVID-19.

Let us first represent the evaluation metrics, the dataset we considered in these exper-

iments, and the implementation details.

6.3.1 Experimental setup

We conduct experiments on four benchmark datasets USPS [54], MNIST-FULL [55],

MNIST-Test, The COVID-19 Open Research Dataset Challenge (CORD-19) [58]. As
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evaluation metrics, we used the ACCuracy (ACC) [59] and Normalized Mutual Informa-

tion (NMI) in the comparative study, and We used Davis-Bouldin (DB)[62], Silhouette

coefficient (S) [61] in the case study. In addition, we used Coherence Score Cv to evaluate

the performance of LDA.

Implementation details

For feature extraction, our DAE is trained for 200 epochs, where the size of latent space

equals the number of clusters, which is empirically determined in the first experiment.

The output and the latent layer, all internal layers, are activated by ReLU. Finally, the

autoencoder is trained using the Stochastic Gradient Descent (SGD) optimizer with a

learning rate of 1.0, gradually decreasing. In addition, we set the momentum to 0.9.

6.3.2 Comparative Study

6.3.2.1 Baseline Methods

The proposed DJRC is compared with a set of deep and manifold-based clustering

methods including state-of-the-art deep clustering methods: k-means [6], deep embedded

clustering (DEC) [7], Deep Embedded Regularised Clustering (DEPICT) [8], Deep Adap-

tive Clustering (DAC) [9], Deep Embedded Dimensionality Reduction Clustering (DERC)

[10]. For these methods, the performance results are taken from the original publications.

6.3.2.2 Experiment results

Tables 6.1 and 6.2 outline the performance in terms of accuracy and NMI, respectively,

where the top three accuracy scores are highlighted. Table 6.1 shows that both variants

of DJRC are competitive with other algorithms across all benchmarks. It outperforms

the mentioned deep clustering methods. In addition, DEPICT and DAC techniques are

designed for image datasets, so these techniques cannot be performed on other datasets,

such as document datasets. In contrast, DIRC can be applied to any dataset.

6.3.3 Case study using CORD-19 dataset

To assess the performance of the proposed method, we conduct experiments on the

public CORD-19 dataset [58], described in Sec. 2.5.1. This dataset is made up of scientific
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Table 6.1 – DJRC vs. other baselines: accuracy scores.

Models Dataset
USPS MNIST-FULL MNIST-Test

k-means 0.668 0.572 0.570
DEC 0.619 0.843 0.841
DEPICT 0.964 0.965 0.963
DAC 0.972 0.978 0.975
DERC 0.977 0.975 0.976
DJRC 0.979 0.981 0.979

Table 6.2 – DJRC vs. other baselines: NMI scores.

Models Dataset
USPS MNIST-FULL MNIST-Test

k-means 0.450 0.499 0.498
DEC 0.586 0.816 0.814
DEPICT 0.927 0.917 0.915
DAC 0.928 0.935 0.934
DERC 0.942 0.927 0.924
DJRC 0.945 0.938 0.936

documents that are concerned with discussing COVID-19 from different aspects. Note

that the databases from which these documents are taken are in different languages,

including English and other languages, as shown by Table 6.3. This Table also mentions

the number of documents for each language. As a preliminary step, we detect the language

of each document, and then we limit our attention to English documents. Figure 6.4

represents the number of words in different papers. As can be seen from this figure, most

papers are about 5000 words in length. The existence of outliers causes the long tail in

Fig. 6.4. Approximately 98% of the papers are under 20,000 words in length.

language af ca cy de en es fr it nl pl pt zh-cn
Number of papers 2 5 7 110 57602 290 336 18 40 3 15 3

Table 6.3 – The number of papers in each language. af: Afrikaans, ca: Catalan, cy: Welsh, de:
German, en: English, es: Spanish, fr: French, it: Italian, nl: Dutch, pl: Polish, pt: Portuguese,
zh-ch: Simplified Chinese.

6.3.3.1 Suitable number of clusters

It is very challenging to precisely determine the number of clusters in the CORD-19

dataset. This parameter is quite crucial, as the outcomes of the proposed method heavily

depend on this parameter. In the case of an unknown number of clusters, the first step is
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Figure 6.4 – Count of words in papers.

to specify a range of candidates (k) from which the exact number of clusters is picked out.

This work sets this range to [2,50]. In this experiment, we evaluate the performance of our

algorithm for dimensionality reduction and clustering in terms of DB and SC measures

when varying the number of clusters.

Figure 6.5 depicts the performance of the proposed method, in terms of DB and SC

metrics, when varying the number of clusters. As shown in Fig. 6.5, the proposed method

performs best for k between 5 and 10. The goal of clustering is to make the distance

between two points belonging to two different clusters far apart (Inter-cluster distance)

and to make points belonging to the same cluster close as possible (Intra-cluster distance).

This is precisely what the Internal validation measures (i.e., DB and SC measures) are

targeting to do based on the following two criteria: Separation and Compactness. The

Separation measures how distinct or well-separated a cluster is from other clusters. The

Compactness measures how closely related the objects in a cluster are. Consequently, the

optimal number of clusters is the one for which the proposed algorithm performs best in

DB and SC measures.

6.3.3.2 Evaluating the performance of clustering algorithm

In this experiment, we compare our method with the following methods:

— Deep Embedded Clustering DEC [7]

— Birch [88]
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Figure 6.5 – Evaluating the performance of the proposed algorithm in terms of DB and SC
when varying the number of clusters.

— Spectral Clustering [33]

— COVID-19 LC [47]

— and our previews contribution ( presented in chapter 5) we called DAE+UMAP+AGG

Table 6.4 – Comparison with different algorithms in terms of Davies-Bouldin (DB) and Sil-
houette Coefficient (SC).

Clustering Methods Clustering measures
DB SC

COVID-19 LC [47] 5.83 0.016
Birch [88] 6.50 0.007

Spectral clustering [33] 5.75 0.014
DEC [7] 25.99 0.009

DAE+UMAP+AGG 1.22 0.359
Ours 0.637 0.520

Our evaluation aims to compare our model to the different approaches in clustering

effectiveness using the DB and SC metrics. The comparison results are given in Tab.

6.4. We can notice through this table that our algorithm is significantly better than

all the other algorithms in terms of all indices. These results assess the quality of our

algorithm’s clustering, which ensures outstanding dataset organization. We can observe
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that DAE+UMAP+AGG came in second compared to the other methods regarding all

indices. In DAE+UMAP+AGG, the combination of deep and manifold embedding tech-

niques improves the performance of agglomerative clustering. In DAE+UMAP+AGG,

and compared to the other models, the combination of deep and manifold embedding

techniques has improved the performance of agglomerative clustering. Although DEC is

a deep clustering method that is designed to deal with high-dimensional and non-linear

data, we notice that the classical clustering approaches (i.e., Spectral clustering [33],

COVID-19 LC [47] which use k-means as a clustering algorithm, and Birch [88]) generally

outperform the DEC [7].

The learning process of the proposed deep learning model is based on two kinds of

losses, namely reconstruction and clustering. We can understand how our deep learning

algorithm represents the CORD-19 dataset through loss functions. If the predicted output

of our model deviates too much from the actual data or output, the loss function will

produce a high error value. Figure 6.6 shows the behavior of the two losses. This figure

shows that the two losses softly decreased toward zero. This can be considered a good

indication of the performance of our model.

Figure 6.6 – The error of the clustering and reconstruction loss per epochs.
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6.3.3.3 Model Interpretability

An important point we should study is understanding the model’s performance and

interpreting its results. In this part, we use each cluster’s feature importance analysis

technique. We used a model-agnostic approach called the Unsupervised to Supervised

technique [90]. This technique converts the unsupervised clustering problem into a One-

vs-All supervised classification problem using an interpretable classifier such as a tree-

based model. The steps to do this are as follows:

— Change the cluster labels into One-vs-All binary labels for each

— Train a classifier to discriminate between each cluster and all other clusters

— Extract the feature importance from the model

After converting the problem into a binary classification problem, we chose a Random

Forest Classifier for the next step, which is the importance of getting the features with

the most discriminatory power between all clusters and the targeted cluster. Figures 6.7

and 6.8 present the achieved results.

Figure 6.7 – Most important features using Unsupervised to Supervised method for the clusters
0, 1, 2, and 3.

The significance of Clustering Interpretability becomes evident in scenarios where

ground truth labels are absent during the development phase. This absence not only
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Figure 6.8 – Most important features using Unsupervised to Supervised method for the clusters
4, 5, 6, and 7.

hinders data scientists from directly assessing the validity of clustering using internal val-

idation indices but also complicates the task of conveying cluster performance to stake-

holders in a straightforward and understandable manner. In this context, we have in-

troduced a potential method aimed at addressing this challenge. This method revolves

around extracting feature importance specific to clusters, enabling us to comprehend the

rationale behind the configuration of each cluster by model. This approach extends to

effective communication with stakeholders and intuitive evaluation and finds applications

in cluster-based Keyword Extraction within Natural Language Processing (NLP) and as

a general technique for feature selection.

6.3.3.4 Topic modeling evaluation

In this experiment, we pass the outputs of our deep architecture (i.e., clusters as-

signment) to LDA, which extracts the topics in each document. Table 6.5 presents the

topics predicted by the proposed method for each cluster. Those topics are predicted

through the terms that describe each topic. In addition, Figure 6.9 shows the number of

documents that have or share the same topic.

The selected topics were labeled with the names of sub-fields related to Medicine,
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Figure 6.9 – The number of documents shared the same topics.

Biology, and Chemistry. Figure 6.9 represents the number of labeled topics: Virology,

Immunology, Surgery, the Risk factor of COVID-19, Intensive Care Medicine, Molecular

Biology, Pathology, and Genetics. It can be seen that the most significant number of

publications is in Virology. The relationship of the sub-field of virology to COVID-19

explains this large number of publications, and this is because virology deals with the

study of the COVID-19 virus, its variants, and attempts to find the appropriate vaccines.

The fields of Immunology, Surgery, and Risk factors of COVID-19 have roughly equal pro-

portions of publications. These fields are considered to be hot topics that have attracted

significant attention. These fields studied the behavior and consequences of this virus on

health and its impact on citizens, education, the economy, and many other areas. Finally,

The least active fields during the COVID-19 pandemic are Molecular Biology, Pathology,

and Genetics. The low number of publications in these areas is because these areas are

not closely related to the COVID-19 pandemic.

We assess the performance of the LDA when feeding it with the entire dataset (instead

of clustered documents) using the Coherence Score CV . The aim was to measure if LDA

provides a meaningful, accurate, and latent topic representation. A set of statements or

facts is considered coherent if they support each other. Topic Coherence measures a single
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topic’s score by measuring the degree of semantic similarity between high-scoring words in

the topic. These measurements help distinguish between semantically interpretable topics

and topics that are artifacts of statistical inference. Figure 6.10 outlines the performance

of LDA measured by Cv score while varying the number of topics.

Figure 6.10 – Measuring the performance of LDA using Cv score while varying the number of
topics.

The coherence score seems to keep increasing with the number of topics. In particular,

the best performance is reached when the number of topics equals 8, which is analogous

to the number of clusters detected by our proposed method. The difference, however,

lies in the computational cost required by the two strategies. In the proposed method,

the computational cost will be much less than the entire dataset as we fed the LDA with

clustered documents.

6.3.3.5 Visualization

To better understand the clusters’ structure and how our model organized the docu-

ments, the CORD-19 dataset was projected into a 2D space using UMAP.

Through Fig. 6.11, It is noticeable that the virology group is widespread and overlaps

with all clusters, which can be explained by the relationship of the virology field with all

other fields. In addition, some points appear to be outliers. However, they are clustered
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in the virology field, which can be explained by how similar these points are to the points

of this cluster. It can be seen that the clusters of immunology, genetics, molecular biology,

and pathology overlap, and this is due to the similarity of these fields. The groups for

surgery and the risk factor of COVID-19 are separated because these two fields have

unique and different keywords from the rest clusters. Ultimately, it is worth mentioning

that UMAP is also a dimension reduction method, and its way of work can affect the

latent space produced by our model.

6.4 Conclusion

This study proposed a novel deep-learning architecture for organizing a large dataset

of COVID-19-related scientific literature. The architecture comprises three main compo-

nents: two encoders jointly trained with one decoder. The main idea behind our model

is to train the autoencoder using a two-fold objective function that incorporates two

different terms. The first term is the reconstruction loss, designed to check the latent rep-

resentation, whereas the second term (clustering loss) is dedicated to clustering the input

documents. Then, the Latent Dirichlet Allocation (LDA) is used to analyze the docu-

ment’s topics. To improve the computational efficiency of our method, we have considered

feeding the LDA with the clustered documents instead of feeding the whole dataset. We

conduct thorough experiments on a public dataset. Experimental results show that the

proposed method can accurately predict topics. In addition, experimental results demon-

strate that our method has significantly outperformed several recent studies. The next

chapter concludes this dissertation and provides some perspectives.
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Table 6.5 – The descriptive terms of each topic per cluster.

Topic per Cluster Descriptive terms
Virology coronavirus, rabies, response, gene, roost, viral, genome, sars-

cov, annotation, bent-winged, herpesvirus, table, epitope,
china, supplementary, microbiome, protein, sample, infection,
cell, sequence, disease

Immunology mouse, viral, antibody, immune, gene, response, culture, day,
siRNA, lung, min, target, medium, membrane, patient, au-
tophagy, apoptosis, tumor, expression, cancer, infection, bind,
demyelination, tissue, receptor, effect, human, analysis, epithe-
lial, delivery, virus, rat, type, feline, bovine, coronavirus, gut

Surgery symptom, health, surgery, china, epidemic, virus, care, treat-
ment, medicine, facemask, endoscopy, procedure, protein, re-
gion, humidity, -ent, tube, placement, pack, self-isolate, tip,
subcutaneous, case, study, disease, risk

Risk factor of
COVID-19

care, patient, hospital, disaster, outbreak, country, global,
human, emergency, information, international, sars, animal,
china, population, report, plan, response, research, study,
train, ebola, service, infectious, pandemic, medium, nurse, in-
dividual, program, case, agent, review, management, biologi-
cal, education, travel, medicine, food, air, migrant, shortlist,
laboratory, surveillance, datum, risk

Intensive care
medicine

medicine, pandemic, patient, hospital, symptom, health, china,
epidemic, virus, care, need, woman, pregnant, infection, treat-
ment, medicine, Chinese, facemask, endoscopy, procedure,
spike, protein, region, humidity, helmet, absolute, ent, tube,
placement, pack, self-isolate, tip, subcutaneous, times, case,
study, disease, surgery, datum, risk, use

Molecular biology patient, cell, antibody, lung, vaccine, case, day, mouse, hospi-
tal, treatment, drug, bind, pro, structure, activity, resistance,
genotype, head, polymorphism, allele, animal, sars-cov, hu-
man, protein

Pathology lung, virus, test, influenza, cause, antibiotic, fever, pneumo-
nia, recipient, pulmonary, level, transplant, pathogen, exacer-
bation, blood, mortality, health, care, asthma, symptom, gene,
bacterial, tissue, infant, child, airway, cell, lesion, signify, se-
quence, treatment, cancer, transport, center, wait, group, day,
hospital, room

Genetics protein, illness, hcov-, nsp, hcov-oc, cns, mouse, disorder,
codon, lipid, transmission, ccov, dog, subgroup, cell, hcov, se-
quence, hcov-nl, genotype, child, patient, gene, strain
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Figure 6.11 – Visualization of CORD-19 dataset using UMAP.
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General Conclusion and

Perspectives

7.1 General Conclusion

The research addressed in this thesis centers around the significance of employing di-

mensionality reduction and embedding techniques in addressing various machine learning

problems, with potential applications for tackling real-world challenges.

Traditional clustering algorithms often encounter significant computational challenges

when confronted with high-dimensional datasets. As a result, we have incorporated

UMAP, a manifold embedding technique, as a preprocessing step to enhance the per-

formance of these clustering algorithms. The experiments conducted on the selected

clustering algorithms illustrate that the proposed approach can indeed enhance their per-

formance. As a result, these clustering algorithms are now better equipped to handle

extensive datasets more efficiently and swiftly.

In this study, we introduced a novel technique called UEC (Unified Embedding and

Clustering) that concurrently optimizes both data clustering and representation. UEC,

a manifold-based clustering method, seeks to learn the underlying manifold within the

embedding space while preserving local and global data structures. This optimization

approach has resulted in the development of three distinct variants: the Comma variant,

the Plus variant, and the Light Plus variant. Through empirical experiments conducted on
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large-scale benchmark datasets, our performance and sensitivity analyses have illustrated

the remarkable effectiveness of UEC when compared to numerous baseline algorithms.

The sheer volume of recently published scientific papers related to COVID-19 has

spurred us to develop an innovative method for automatically organizing and conducting

bibliometric evaluations of this literature. Our proposed approach begins by represent-

ing these documents in a numerical format, followed by clustering them, and finally,

identifying the subject matter of each cluster. To achieve this, we harness some of the

most advanced and sophisticated machine learning techniques, including deep autoen-

coders and UMAP embedding. The technology we have devised streamlines the process

for researchers to sift through the vast body of relevant literature and identify notably

similar papers. Moreover, cluster mapping aids in data analysis. The study’s results have

demonstrated the effectiveness of our approach, producing excellent outcomes.

In the same context of organizing and conducting bibliometric analysis of COVID-

19-related documents, we introduce a novel deep autoencoder (DAE) architecture. This

DAE architecture consists of three primary components: two encoders trained jointly

with a single decoder. The autoencoder is primarily trained through a two-fold objective

function that encompasses two distinct components. The first component is engineered

to ensure the quality of the latent representation, while the second component is focused

on clustering the input documents. Subsequently, the topics within the documents are

analyzed using Latent Dirichlet Allocation (LDA). Our proposed method demonstrates

precise topic predictions based on experimental data. Moreover, the empirical results

indicate that our approach surpasses recent research significantly in terms of performance.

7.2 Perspectives

While the proposed approaches have showcased impressive performance in hand modal-

ities recognition, there remains room for further development and improvement in future

research endeavors.

1. In our ongoing research, we plan to assess the performance of our first proposed

method by applying it to other extensive datasets. Additionally, we intend to ex-

plore the utilization of various clustering and dimensionality reduction techniques,
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particularly those associated with deep and manifold learning, to enhance our ap-

proach further.

2. Regarding the UEC technique, our future efforts will be directed toward refining

the multi-objective function to enhance the algorithm’s performance in terms of

results and computational efficiency. Furthermore, we plan to delve into exploring

the impact of various embedding methods on the performance of the clustering task.

3. We can evaluate and refine our approach by testing the effect of loss functions and

distance measures on our technique. By comparing different loss functions and

distance measures, we can gain insights into how they impact the performance and

behavior of our technique.

4. For the COVID-19-related contributions, We plan to use the techniques presented

as the foundation for a search engine. The user could obtain highly particular

documents from the dataset by submitting queries or inquiries.

5. We can investigate the performance of the other well-suited techniques for Natural

language processing and topic modeling, e.g., Long Short Term Memory (LSTM).
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Appendix A: The derivation of

the embedding objective function

(Cross-Entropy)
The Cross-Entropy function depends only on zi, so in this part, we derive the CE

w.r.t. zi. For The partial derivative of the CE w.r.t. zi, we used the same derivative of

UMAP.

Let us first compute the derivative of qij and 1− qij we have:

qij = (1+a
∥∥∥zi − zj

∥∥∥2b

2
)−1 (A.1)

∂qij

∂zi
=

−2ab
∥∥∥zi − zj

∥∥∥2b−1
2

(1+a
∥∥∥zi − zj

∥∥∥2b

2
)2

(A.2)

Now we can derive the CE objective function as follows:

CE(P ,Q) =
∑

i

∑
j

[
pij log(pij

qij
)+ (1−pij) log(1−pij

1− qij
)

]
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=
∑

i

∑
j

[
pij log(pij)−pij log(qij)

+(1−pij) log(1−pij)− (1−pij) log(1− qij)
]

Since pij doesn’t depend on zi, the derivatives of pij log(pij) and (1−pij) log(1−pij)

are zero, so we can derive the CE as follow:

∂CE

∂zi
=
∑

j

[
−∂qij

∂zi

pij

qij
− ∂(1− qij)

∂zi

1−pij

1− qij

]
(A.3)

We have 1−qij =
a∥zi−zj∥2b

2
1+a∥zi−zj∥2b

2

, now we will substitute the last one, Eq. A.1 and Eq. A.2

in the Eq. A.3 so we can rewrite it as follow:

∂CE

∂zi
=
∑

j

−
−2ab

∥∥∥zi − zj

∥∥∥2b−1
2

(1+a
∥∥∥zi − zj

∥∥∥2b

2
)2

pij

(1+a
∥∥∥zi − zj

∥∥∥2b

2
)−1

−
2ab

∥∥∥zi − zj

∥∥∥2b−1
2

(1+a
∥∥∥zi − zj

∥∥∥2b

2
)2

1−pij

a∥zi−zj∥2b

2
1+a∥zi−zj∥2b

2



∂CE

∂zi
=

∑
j

2ab
∥∥∥zi − zj

∥∥∥2(b−1)
2

pij

1+a
∥∥∥zi − zj

∥∥∥2b

2

− 2b(1−pij)∥∥∥zi − zj

∥∥∥2
2
(1+a

∥∥∥zi − zj

∥∥∥2b

2
)

∥∥∥zi − zj

∥∥∥

Since the exponential power is taking a long calculation time, so we can reduce this

term 2ab∥zi−zj∥2(b−1)
2

1+a∥zi−zj∥2(b)
2

as shown below:

2ab
∥∥∥zi − zj

∥∥∥2(b−1)
2

1+a
∥∥∥zi − zj

∥∥∥2(b)
2

=
2b

1/a
∥∥∥zi − zj

∥∥∥2(b−1)
2

+
∥∥∥zi − zj

∥∥∥2
2

Now we can write the derivative of the embedding loss function as follows:
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∂CE

∂zi
=
∑

j

 2bpij

1/a
∥∥∥zi − zj

∥∥∥2(b−1)
2

+
∥∥∥zi − zj

∥∥∥2
2

− 2b(1−pij)∥∥∥zi − zj

∥∥∥2
2
(1+a

∥∥∥zi − zj

∥∥∥2b

2
)

∥∥∥zi − zj

∥∥∥ (A.4)
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Plus variant derivations
We describe how the clustering loss function is derived considering the auxiliary target

distribution Tik, which depends on zi and µk. First let us recall that Sik and Tik are

expressed as follows:

Sik = (1+a∥zi −µk∥2b
2 )−1 (B.1)

Tik =
Sik/

∑
lSlk∑

m(Sim/
∑

lSlm)
(B.2)

The derivative of the objective function F w.r.t. zi:

∂F

∂zi
= α

∂CE

∂zi
+β

∂KL

∂zi
(B.3)

The derivation of the cross entropy is given in A, while the derivation of the KL

divergence w.r.t. zi is given in the following.

KL(T ||S) =
∑

i

∑
k

[Tik logTik −Tik logSik]

∂KL

∂zi
=
∑
k

∂Tik

∂zi
logTik +Tik

∂Tik
∂zi

Tik
− ∂Tik

∂zi
logSik − ∂Sik

∂zi

Tik

Sik


+
∑
i′ ̸=i

∑
k

∂Ti′k

∂zi
logTi′k +Ti′k

∂Ti′k
∂zi

Ti′k
− ∂Ti′k

∂zi
logSi′k − ∂Si′k

∂zi

Ti′k

Si′k



The derivative is formulated as a sum of two parts since Tik needs to compute its
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derivative w.r.t. zi according to two cases. The first is when i′ = i and the second is when

i′ ̸= i. Since i′ is different from i, Si′k does not depend on zi (see Eq. B.1), ∂Si′k
∂zi

= 0. We

can simplify the derivative as follows:

∂KL

∂zi
=

∑
k

[
∂Tik

∂zi
(1+ log Tik

Sik
)− ∂Sik

∂zi

Tik

Sik

]
+

∑
i′ ̸=i

∑
k

[
∂Ti′k

∂zi
(1+ log Ti′k

Si′k
)

]
(B.4)

The derivative of Sik w.r.t. zi is:

∂Sik

∂zi
= − 2ab∥zi −µk∥2b−1

2
(1+a∥zi −µk∥2b

2 )2

We can write ∂Sik
∂zi

as follows:

∂Sik

∂zi
= − 2b

1/∥zi −µk∥2b−1
2 +∥zi −µk∥2

2
Sik (B.5)

We must distinguish two cases to derive Tik. The first one corresponds to i′ = i (written

as Tik), and the second case corresponds to i′ ̸= i (written as Ti′k). The expression of Tik

and Ti′k is the same as in Eq. B.2.

Tik =
Sik/

∑
lSlk∑

m(Sim/
∑

lSlm)

Ti′k =
Si′k/

∑
lSlk∑

m(Si′m/
∑

lSlm)

Let us show the derivation of Tik w.r.t. zi by considering the numerator and the

denominator separately. The numerator is given as:

Nik =
Sik∑
lSlk

(B.6)

and its derivative is:

∂Nik

∂zi
=

∂Sik
∂zi

∑
lSlk −Sik

∂
∑

l Slk

∂zi

(
∑

lSlk)2

Since Slk depends on zi in the only case where l = i, ∂
∑

l Slk

∂zi
=
∑

l
∂Slk
∂zi

, where ∂Slk
∂zi

=
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∂Sik
∂zi

only when l = i and ∂Slk
∂zi

= 0, where l ̸= i. Now we can write ∂Nik
∂zi

as follows:

∂Nik

∂zi
=

∂Sik
∂zi

∑
l ̸=iSlk

(
∑

lSlk)2 (B.7)

For the denominator, which is expressed as:

Di =
∑
m

Sim∑
lSlm

(B.8)

the derivative w.r.t. zi is given as follows:

∂Di

∂zi
=
∑
m

∂Sim
∂zi

∑
lSlm −Sim

∂
∑

l Slm

∂zi

(
∑

lSlm)2

In the same way and for all m, ∂
∑

l Slm

∂zi
= ∂Sim

∂zi
= − 2ab(zi−µm)2b−1

(1+a(zi−µm)2b)2 . Consequently:

∂Di

∂zi
=
∑
m

∂Sim
∂zi

∑
l ̸=iSlm

(
∑

lSlm)2 (B.9)

The derivative of Tik w.r.t. zi is:

∂Tik

∂zi
=

∂Nik
∂zi

Di −Nik
∂Di
∂zi

D2
i

(B.10)

where Nik, ∂Nik
zi

,Di, ∂Di
zi

are substituted by Eqs. B.6, B.7, B.8, and B.9 respectively in

Eq.B.10.

We compute the derivative of Ti′k w.r.t. zi. In Eq. B.4, we use Ti′k to denote the

case where i′ ̸= i.. The numerator and the denominator are derived separately. Like in

Eq. B.6, the numerator is given:

Ni′k =
Si′k∑
lSlk

(B.11)

Since Si′k does not depend on zi, its derivative is 0. Also ∂
∑

l Slk

∂zi
=
∑

l
∂Slk
∂zi

such that
∂Slk
∂zi

= ∂Sik
∂zi

only when l = i and ∂Slk
∂zi

= 0 otherwise. The derivative of Nik w.r.t. zi is:

∂Ni′k

∂zi
=

−Si′k
∂Sik
∂zi

(
∑

lSlk)2 (B.12)
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where ∂Sik
∂zi

is given by Eq. B.5.

Like in Eq. B.7, the denominator is given as follows:

Di′ =
∑
m

Si′m∑
lSlm

(B.13)

Since Si′m does not depend on zi, its derivative is 0. ∂
∑

l Slm

∂zi
=
∑

l
∂Slm
∂zi

where ∂Slm
∂zi

= ∂Sim
∂zi

only when l = i such that ∂Sim
∂zi

= − 2ab∥zi−µk∥2b−1
2

(1+a∥zi−µk∥2b
2 )2 and ∂Slm

∂zi
= 0 otherwise. We can write

the derivative of D as follows:

∂Di′

∂zi
=
∑
m

−Si′m
∂Sim
∂zi

(
∑

lSlm)2 (B.14)

Now the derivative of Ti′k w.r.t. zi is:

∂Ti′k

∂zi
=

∂Ni′k
∂zi

Di′ −Ni′k
∂Di′
∂zi

D2
i′

(B.15)

where Ni′k, ∂Ni′k
zi

,Di′ , ∂Di′
zi

are substituted by Eqs. B.11, B.12, B.13, B.14 respectively in

Eq.B.15.

Now let’s recall the derivative of the KL-divergence, Eq. B.4:

∂KL

∂zi
=

∑
k

[
∂Tik

∂zi
(1+ log Tik

Sik
)− ∂Sik

∂zi

Tik

Sik

]
+

∑
i′ ̸=i

∑
k

[
∂Ti′k

∂zi
(1+ log Ti′k

Si′k
)

]

We substitute Sik and ∂Sik
∂zi

by Eqs.B.1 and B.5 in Eq. B.4. to obtain:

∂KL

∂zi
=
∑
k

[
∂Tik

∂zi
(1+ log Tik

Sik
)

+
2bSik

1/∥zi −µk∥2b−1
2 +∥zi −µk∥2

2

Tik

(1+a∥zi −µk∥2b
2 )−1


+
∑
i′ ̸=i

∑
k

[
∂Ti′k

∂zi
(1+ log Ti′k

Si′k
)

]
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In Eq. B.4, The term ∂Sik
∂zi

Tik
Sik

can be more simpler as follow:

∂Sik

∂zi

Tik

Sik
= − 2bTik

1/∥zi −µk∥2b−1
2 +∥zi −µk∥2

2

Substituting ∂Sik
∂zi

Tik
Sik

in ∂KL
∂zi

by its expression, we obtain the final formulation of the

derivative of KL:

∂KL

∂zi
=
∑
k

∂Tik

∂zi
(1+ log Tik

Sik
)+

2bTik

1/∥zi −µk∥2b−1
2 +∥zi −µk∥2

2


+
∑
i′ ̸=i

∑
k

[
∂Ti′k

∂zi
(1+ log Ti′k

Si′k
)

]
(B.16)

B.1 Derivative of the total loss function w.r.t. datapoints

Now, we assemble the two parts by substituting the derivative of Cross Entropy

(Eq. A.4) and the derivative of KL divergence (Eq. B.16) in the derivative of the to-

tal loss function to obtain:

∂F

∂µk
= α

∂CE

∂µk
+β

∂KL

∂µk

∂F

∂zi
= α

∑
j

 2bpij

1/a
∥∥∥zi − zj

∥∥∥2(b−1)
2

+
∥∥∥zi − zj

∥∥∥2
2

− 2b(1−pij)∥∥∥zi − zj

∥∥∥2
2
(1+a

∥∥∥zi − zj

∥∥∥2b

2
)

∥∥∥zi − zj

∥∥∥
2

+β

∑
k

∂Tik

∂zi
(1+ log Tik

Sik
)+

2bTik

1/∥zi −µk∥2b−1
2 +∥zi −µk∥2

2

+∑
i′ ̸=i

∑
k

[
∂Ti′k

∂zi
(1+ log Ti′k

Si′k
)

]
(B.17)

The update of zi is performed using ∂F
∂zi

where α and β are parameters to be set.
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However, Eq. B.17 refers to the two fractions: log Tik
Sik

and log Ti′k
Si′k

which could involve

division by 0.

To solve this problem, we do some studies and analysis on the definition domain of

Sik and Tik, the sign of hyper-parameter a, and the definition domain of log Tik
Sik

.

The sign of hyper-parameter ’a’

Define ϕ : Rd × Rd → [0,1], a smooth approximation of the membership strength be-

tween two points in Rd:

ϕ(zi,zj) = qij = (1+
∥∥∥zi − zj

∥∥∥2b

2
)−1

where ’a’ and ’b’ are chosen by non-linear least square fitting against the curve ψ :

R × R → [0,1] where:

ψ(zi,zj) =


1 if

∥∥∥zi − zj

∥∥∥
2

≤min-dist

exp(−(
∥∥∥zi − zj

∥∥∥
2
−min-dist)) otherwise

So the sign of ’a’ is always positive since qij ∈ [0,1] and that is mean:

qij →


0 if 1+a

∥∥∥zi − zj

∥∥∥2b

2
→ +∞

1 if a
∥∥∥zi − zj

∥∥∥2b

2
= 0

So since
∥∥∥zi − zj

∥∥∥
2

is always positive, we conclude that ’a’ is also always positive.

Definition domain of Sik and Tik

Define Sik : Rd ×Rd → [0,1], a soft assignment between the datapoints and the cluster

centroid in Rd:
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Sik = (1+a∥zi −µk∥2b
2 )−1 =

1
1+a∥zi −µk∥2b

2

Sik is defined since ⇔


∥zi −µk∥2b

2 is defined

a∥zi −µk∥2b
2 ̸= −1

⇔


∥zi −µk∥2b

2 is always defined

a ̸= −1
∥zi−µk∥2b

2
is defined since a is positive

Now since Tik is based on Sik so it is also defined on the interval [0,1].

Definition domain of log Tik
Sik

Let us set g(zi,µk) = log Tik
Sik

g is defined if and only if ⇔


Sik ̸= 0 (1)

Tik
Sik

> 0
(B.18)

Where:

Tik

Sik
> 0 ⇔


Tik ̸= 0 (2)

Sik and Tik has the same sign (3)
(B.19)

As we see in the previews Eq. B.18 we have three conditions let us treat them sepa-

rately. The first condition is satisfied if and only if:
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(1) ⇔ 1

1+a
∥∥∥zi − zj

∥∥∥2b

2

↛ 0 ⇔


1+a

∥∥∥zi − zj

∥∥∥2b

2
↛ ∞

1+a
∥∥∥zi − zj

∥∥∥2b

2
̸= 0

⇔


a
∥∥∥zi − zj

∥∥∥2b

2
↛ ∞ (∗)

a
∥∥∥zi − zj

∥∥∥2b

2
̸= −1 is always satisfied

(∗) ⇔ a
∥∥∥zi − zj

∥∥∥2b

2
↛+∞ since −∞ is excluded

⇔
∥∥∥zi − zj

∥∥∥2b

2
↛+∞

The cases where
∥∥∥zi − zj

∥∥∥2b

2
→ +∞ are:

∥∥∥zi − zj

∥∥∥2b

2
→ +∞ ⇔


∥∥∥zi − zj

∥∥∥2b

2
→ +∞ and b≥ 0 (A)∥∥∥zi − zj

∥∥∥2b

2
→ 0 and b < 0 (B)

Now to make condition (1) Sik ↛ 0 satisfied it should make conditions (A) and (B)

not satisfied.

Now we pass to condition (2): Tik ̸= 0

Tik =
Sik/

∑
lSlk∑

m(Sim/
∑

lSlm)

So Tik is defined and Tik = 0 if Sik = 0.

Condition (3): Tik and Sik have the same sign and this condition is always satisfied

since Sik ∈ [0,1] and Tik is computed based on Sik so they have always the same sign.

From what we mentioned above, we can conclude our solutions to solve the division

problem by zero as follows. The first one is shown in algorithm 2:
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Algorithm 2 Solving the problem of division by zero
if b≥ 0 then

if ∥zi −µk∥2 >Dist−Max then
we have two solutions:
Consider zi as an outlier
Replace ∥zi −µk∥2 by Dist-Max

end if
else

Solve the cases where zi ≈ µk

end if

And the second solution is as follows:

Tik

Sik
=

Sik/
∑

l Slk∑
m(Sim/

∑
l Slm)

Sik

=
1

(
∑

lSlk)(
∑

m(Sim/
∑

lSlm))

B.2 The derivative of Objective Function w.r.t. the centroids

Now, we will drive our objective function w.r.t. µk. First, let’s recall our weighted

sum function:

F (P ,Q,T ,S) = αCE(P ,Q)+βKL(T ||S) (B.20)

Such that:

CE(P ,Q) =
∑

i

∑
j

[
pij log(pij

qij
)+ (1−pij) log(1−pij

1− qij
)

]

KL(T ||S) =
∑

i

∑
k

Tik log Tik

Sik

=
∑

i

∑
k

Tik logTik −Tik logSik

Also, let’s recall the derivative of our weighted sum function:

∂F

∂µk
= α

∂CE

∂µk
+β

∂KL

∂µk
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CE doesn’t depend on cluster centroids, so its derivative is zero. Therefore, we only

compute the derivative of the KL divergence w.r.t. µk:

∂KL

∂µk
=
∑

i

∂Tik

∂µk
logTik +Tik

∂Tik
∂µk

Tik
− ∂Tik

∂µk
logSik − ∂Sik

∂µk

Tik

Sik


+
∑

i

∑
k′ ̸=k

∂Tik′

∂µk
logTik′ +Tik′

∂Tik′
∂µk

Tik′
− ∂Tik′

∂µk
logSik′ − ∂Sik′

∂µk

Tik′

Sik′



We divided the derivative into a sum of 2 parts since Tik needs to compute its derivative

with respect µk in two cases. The first is when k′ = k, and the second is when k′ ̸= k.

Also, since Sik′ doesn’t depend on µk so ∂Sik′
∂µk

= 0.

∂KL

∂µk
=
∑

i

[
∂Tik

∂µk
logTik +

∂Tik

∂µk
− ∂Tik

∂µk
logSik − ∂Sik

∂µk

Tik

Sik

]

+
∑

i

∑
k′ ̸=k

[
∂Tik′

∂µk
logTik′ +

∂Tik′

∂µk
− ∂Tik′

∂µk
logSik′

]

∂KL

∂µk
=
∑

i

[
∂Tik

∂µk
(1+ log Tik

Sik
)− ∂Sik

∂µk

Tik

Sik

]

+
∑

i

∑
k′ ̸=k

[
∂Tik′

∂µk
(1+ log Tik′

Sik′
)

]
(B.21)

To simplify the derivative of the KL divergence w.r.t. µk we calculate the derivatives

of Sik = (1+a∥zi −µk∥2b
2 )−1 and Tik w.r.t. µk in case of k′

= k. In addition, we compute

the derivatives of Sik′ and Tik′ w.r.t. µk in the case k′ ̸= k. Now we start by ∂Sik
∂µk

∂Sik

∂µk
=

2bSik

1/∥zi −µk∥2b−1
2 +∥zi −µk∥2

2
(B.22)
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And since Sik′ doesn’t depend on µk, so we can conclude that

∂Sik′

∂µk
= 0 (B.23)

Also here we should derive Tik when k′ = k and Tik′ when k′ ̸= k w.r.t. µk. Now we

are going to start with Tik:

Tik =
Sik/

∑
lSlk∑

m(Sim/
∑

lSlm)

let’s derive the numerator and the denominator separately. We have the numerator is:

Nik =
Sik∑
lSlk

So the derivative of Nik w.r.t. µk is:

∂Nik

∂µk
=

∂Sik
∂µk

∑
lSlk −Sik

∑
l

∂Slk
∂µk

(
∑

lSlk)2

such that ∂Sik
∂zi

is given by Eq. B.22 and ∂Slk
∂zi

is deduced from Eq. B.22 as follows:

∂Slk

∂µk
=

2bSlk

1/∥zl −µk∥2b−1
2 +∥zl −µk∥2

2

We have the denominator is:

Di =
∑
m

Sim∑
lSlm

We have
∂
∑

m
Sim∑
l

Slm

∂µk
=
∑

m

∂
Sim∑
l

Slm

∂µk
where

∂
Sim∑
l

Slm

∂µk
̸= 0 when m= k. And

∂
Sim∑
l

Slm

∂µk
= 0

when m ̸= k, since ∂Sim
∂µk

= ∂Sik
∂µk

=
2ab∥zi−µk∥2b−1

2
(1+a∥zi−µk∥2b

2 )2 when m = k, and ∂Sim
∂µk

= 0 otherwise.

Also ∑l
∂Slm
∂µk

=
∑

l
∂Slk
∂µk

=
∑

l
2ab∥zl−µk∥2b−1

2
(1+a∥zl−µk∥2b

2 )2 when m = k, and ∑
l

∂Slm
∂µk

= 0 otherwise. So

we can write ∂Di
∂µk

as follow:
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∂Di

∂µk
=

∂Sik
∂µk

∑
lSlk −Sik

∑
l

∂Slk
∂µk

(
∑

lSlk)2

We can see that ∂Nik
∂µk

= ∂Di
∂µk

. So the derivative of Tik w.r.t. µk is:

∂Tik

∂µk
=

∂Nik
∂µk

(Di −Nik)

D2
i

We do the same thing for the derivative of Tik′ w.r.t. µk in the case here is k′ ̸= k.

Let us first write Tik′ :

Tik′ =
Sik′/

∑
lSlk′∑

m(Sim/
∑

lSlm)

we are going to derive the numerator and denominator separately:

Nik′ =
Sik′∑
lSlk′

Since Sik′ doesn’t depend on µk, we can deduce that ∂Sik′
∂µk

= 0 from Eq. B.1 and B.22.

Also for ∑lSlk′ doesn’t depend on µk so ∑l
∂Slk′
∂µk

= 0. We can conclude that the derivative

of Nik′ w.r.t. µk is zero. Let us move now to the denominator:

Di =
∑
m

Sim∑
lSlm

We already computed the derivative of Di, so let us just recall it:

∂Di

∂µk
=

∂Sik
∂µk

∑
lSlk −Sik

∑
l

∂Slk
∂µk

(
∑

lSlk)2

And from previous equations, we can conclude that the derivative of Tik′ is as follows:

∂Tik′

∂µk
=

−Nik′
∂Di
∂µk

D2
i
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Now we are going to substitute the previews equations in the derivative of the KL

divergence Eq. B.21 w.r.t. µk:

∂KL

∂µk
=

∑
i

[
∂Tik

∂µk
(1+ log Tik

Sik
)− ∂Sik

∂µk

Tik

Sik

]
+

∑
i

∑
k′ ̸=k

[
∂Tik′

∂µk
(1+ log Tik′

Sik′
)

]

We substitute Sik and ∂Sik
∂µk

by Eq. B.1 and Eq. B.22, so let’s recall ∂Sik
∂µk

:

∂Sik

∂µk
=

2bSik

1/∥zi −µk∥2b−1
2 +∥zi −µk∥2

2

Then we are going to multiply it by Tik
Sik

in order to get a simpler form:

∂Sik

∂µk

Tik

Sik
=

2bTik

1/∥zi −µk∥2b−1
2 +∥zi −µk∥2

2

Substituting ∂Sik
∂µk

Tik
Sik

in ∂KL
∂µk

by the last equation, we obtain:

∂KL

∂µk
=
∑

i

∂Tik

∂µk
(1+ log Tik

Sik
)− 2bTik

1/∥zi −µk∥2b−1
2 +∥zi −µk∥2

2


+
∑

i

∑
k′ ̸=k

[
∂Tik′

∂µk
(1+ log Tik′

Sik′
)

]
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Light plus variant derivations
Our optimisation purpose is to update the datapoints zi and the centroids µk, so first,

we derived the function F w.r.t. zi. Then, we compute the derivative of the weighted sum

function w.r.t. µk. However, the CE function does not depend on the cluster centres so

we compute only the derivative of the clustering loss function. Now for the derivative of

the weighted sum function we have:

∂F

∂zi
= α

∂CE

∂zi
+β

∂KL

∂zi
(C.1)

C.1 Derivation of the KL divergence w.r.t. datapoints

Notice that for the datapoints zi we have two objective functions that need to compute

their derivations w.r.t. zi. The derivation of the CE function is already explained in A.

In this part, we provide the details of the derivative of the KL divergence w.r.t. zi. Let’s

recall the KL divergence:

KL(T ,S) =
∑

i

∑
k

Tik logTik −Tik logSik (C.2)

When updating zi, Tik is already computed and is considered as a constant number,

Tik doesn’t depend on zi, thus the derivative of Tik logTik w.r.t. zi is zero. We obtain:

∂KL

∂zi
=
∑
k

−∂Sik

∂zi

Tik

Sik
(C.3)
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We can derived Sik w.r.t. zi as follow:

∂Sik

∂zi
= − 2ab∥zi −µk∥2b−1

2
(1+a∥zi −µk∥2b

2 )2
(C.4)

Substituting Sik and its derivative ∂Sik
∂zi

(Eq. C.4) in Eq. C.3. we can conclude ∂KL
∂zi

like this:

∂KL

∂zi
=
∑
k

−∂Sik

∂zi

Tik

Sik

∂KL

∂zi
=
∑
k

2ab∥zi −µk∥2b−1
2 Tik

1+a∥zi −µk∥2b
2

(C.5)

C.2 Derivative of the total loss function w.r.t. datapoints

Now, we assemble the two parts by substituting the derivative of Cross Entropy (Eq.

A.4), and the derivative of KL divergence (Eq. C.5) in the total loss function (Eq. C.1)

to obtain:

∂F

∂zi
= α

∂CE

∂zi
+β

∂KL

∂zi

∂F

∂zi
= α

∑
j

2ab
∥∥∥zi − zj

∥∥∥2(b−1)
2

pij

1+a
∥∥∥zi − zj

∥∥∥2b

2

− 2b(1−pij)∥∥∥zi − zj

∥∥∥2
2
(1+a

∥∥∥zi − zj

∥∥∥2b

2
)

∥∥∥zi − zj

∥∥∥
+β

∑
k

2ab∥zi −µk∥2b−1
2 Tik

1+a∥zi −µk∥2b
2

(C.6)

Then the update of zi is performed using ∂F
∂zi

, we just have to choose α and β.

C.3 The derivative of Objective Function w.r.t. the centroids

Now, we derivate our objective function w.r.t. µk. First, let’s recall our weighted sum

function:
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F (P ,Q,T ,S) = αCE(P ,Q)+βKL(T ||S) (C.7)

Such that:

CE(P ,Q) =
∑

i

∑
j

[
pij log(pij

qij
)+ (1−pij) log(1−pij

1− qij
)

]

KL(T ||S) =
∑

i

∑
k

Tik logTik −Tik logSik

Also, let’s recall the derivative of our weighted sum function:

∂F

∂µk
= α

∂CE

∂µk
+β

∂KL

∂µk

CE doesn’t depend on cluster centroids, so its derivative is zero. Therefore, we compute

only the derivative of the KL divergence w.r.t. µk:

KL(T ,S) =
∑

i

∑
k

Tik logTik −Tik logSik

Tik is considered as a constant number, since Tik doesn’t depend on µk. Thus the

derivative of Tik logTik w.r.t. µk is zero. The partial derivative of the KL function w.r.t.

µk is:

∂KL

∂µk
=
∑

i

−∂Sik

∂µk

Tik

Sik
(C.8)

To simplify the derivative of the KL divergence w.r.t. µk we calculate the derivative

of Sik w.r.t µk:
∂Sik

∂µk
=

2ab∥zi −µk∥2b−1
2

(1+a∥zi −µk∥2b
2 )2

(C.9)

Substituting Sik and its derivative ∂Sik
∂µk

(Eq. C.9) in Eq. C.8. we obtain:
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∂KL

∂µk
=
∑

i

−2ab∥zi −µk∥2b−1
2 Tik

1+a∥zi −µk∥2b
2

(C.10)
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Definition of the values domain

of the CE and KL divergence

gradients w.r.t. datapoints

D.1 Defining the interval values of the CE gradient w.r.t. data-
points

We have the gradient of the CE as follows:

∂CE

∂zi
=
∑

j

 2bpij

1/(a
∥∥∥zi − zj

∥∥∥2(b−1)
2

)+
∥∥∥zi − zj

∥∥∥2
2

− 2b(1−pij)∥∥∥zi − zj

∥∥∥2
2
(1+a

∥∥∥zi − zj

∥∥∥2b

2
)

∥∥∥zi − zj

∥∥∥ (D.1)

We observe that the gradient of the CE has two terms 2bpij

1/(a∥zi−zj∥2(b−1)
2 )+∥zi−zj∥2

2

and

2b(1−pij)

∥zi−zj∥2
2(1+a∥zi−zj∥2b

2 )
. So we need to study their values Domain. Let us start with the

first term:
2bpij

1/(a
∥∥∥zi − zj

∥∥∥2(b−1)
2

)+
∥∥∥zi − zj

∥∥∥2
2

(D.2)

We have the values domain of P and Q are [0,1]. In addition, the hyper-parameters a
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and b are always positives. Also, we have
∥∥∥zi − zj

∥∥∥2(b−1)
2

and
∥∥∥zi − zj

∥∥∥2
2

are always positives,

so the values domain of the first term (Eq. D.2) is [0,+∞[. Now let us move to the second

term:

− 2b(1−pij)∥∥∥zi − zj

∥∥∥2
2
(1+a

∥∥∥zi − zj

∥∥∥2b

2
)

(D.3)

In the above term (Eq. D.3), we observe that the negative sign precedes it, so the

values domain of this term is ]− ∞,0]. So the values domain of the CE gradient is

]−∞,+∞[.

D.2 Defining the values domain of the KL divergence gradient
w.r.t. datapoints

In this part, we studied the definition domain of the KL divergence gradient w.r.t zi

in the two variants.

D.2.1 The derivative of the KL divergence Plus variant

Let us recall the derivative of the KL divergence w.r.t. zi:

∂KL

∂zi
=
∑
k

∂Tik

∂zi
(1+ log Tik

Sik
)+

2bTik

1/∥zi −µk∥2b−1
2 +∥zi −µk∥2

2


+
∑
i′ ̸=i

∑
k

[
∂Ti′k

∂zi
(1+ log Ti′k

Si′k
)

]

The same thing for the KL gradient. We proved that the values domain of Sik and Tik

are in [0,1] in the division by zero subsection ( see Appendix B). So the values domain of

KL derivative in [0,+∞[.

D.2.2 The derivative of the KL divergence Light Plus variant

Let us recall the derivative of the KL divergence w.r.t. zi:

∂KL

∂zi
=
∑
k

2ab∥zi −µk∥2b−1
2 Tik

1+a∥zi −µk∥2b
2

We have the values domain of Tik is in [0,1],
∥∥∥zi − zj

∥∥∥2
2

is always positive, and a is also

positive, so the values domain of KL derivative in [0,+∞[.
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