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Abstract

Emotion detection from text is a critical area of research in natural language processing,

especially with the rise of social media platforms like X (Twitter) and Facebook. These

platforms generate vast amounts of short text, where users frequently express their emo-

tions. By analyzing these brief posts, unsupervised learning techniques can identify and

categorize feelings from short text. Our work delves into the significance of emojis and

keywords and their influence on interpreting emotions positively on X. It considers emotion

detection from text on X, focusing on both English and the Algerian dialects. By utilizing

ensemble clustering methods, the research aims to automatically identify and categorize

emotions according to Ekman’s six basic emotions: happiness, sadness, anger, disgust, fear,

and surprise. Ensemble clustering combines multiple clustering algorithms to improve the

robustness and accuracy of the results, making it particularly useful for the informal and

diverse nature of social media content. Our analysis shows that ensemble clustering per-

forms better than single clustering methods. The silhouette score, a measure of clustering

quality, is 0.82 for English data and 0.728 for Arabic data. Our findings suggest that ensem-

ble clustering methods improve emotion detection in X text for both English and Algerian

dialect.

Keywords : Emotion detection, Ensemble clustering, natural language processing, social

media, X, emojis, keywords, Algerian dialect .
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Résumé

La détection des émotions à partir de textes est un domaine de recherche crucial dans

le traitement du langage naturel, en particulier avec l’essor des plateformes des médias

sociaux comme X (Twitter) et Facebook. Ces plateformes génèrent de grandes quantités

de textes généralement courts, où les utilisateurs expriment fréquemment leurs émotions.

En analysant ces brefs messages, les techniques d’apprentissage non supervisé peuvent

identifier et catégoriser les sentiments d’un texte court. Notre travail explore l’importance

des emojis et des mots-clés et leur influence sur l’interprétation positive des émotions sur

X. Il examine la détection des émotions à partir des textes sur X, en se concentrant à la

fois sur le texte anglais et le dialecte algériens. En utilisant des méthodes de clustering

par l’ensemble, la recherche vise à identifier et catégoriser automatiquement les émotions

selon les six émotions de base d’Ekman : la joie, la tristesse, la colère, le dégoût, la peur

et la surprise. Le clustering par l’ensemble combine plusieurs algorithmes de clustering

pour améliorer la robustesse et la précision des résultats, ce qui est particulièrement utile

pour la nature informelle et diversifiée du contenu des médias sociaux. Notre analyse

montre que le clustering par l’ensemble est plus performant que les méthodes de clustering

individuelles dans le contexte de la detection des Emotions. Le score de Silhouette, une

mesure de la qualité du clustering, est de 0,82 pour les données en anglais et de 0,728

pour les données en arabe. Nos résultats suggèrent que les méthodes de clustering par

l’ensemble améliorent la détection des émotions dans les textes sur X, tant pour l’anglais

que pour le dialectes algériens.

Mots-clés: Détection des émotions, clustering par ensemble, traitement du langage

naturel, médias sociaux, X, emojis, mots-clés, dialecte algérien.
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General Introduction

Social media platforms have emerged as a prominent arena where individuals express

their thoughts, opinions, and emotions. These platforms generate an immense volume of

textual data daily, encompassing a wide range of topics and sentiments. Leveraging this

data using advanced artificial intelligence (AI) and machine learning (ML) techniques can

yield valuable insights, driving advancements in various fields. One of the most significant

applications of extracted social media data is in comprehending and detecting emotions, a

critical aspect for understanding user emotion, behavior, and interaction patterns.

Emotion detection, also known as emotion recognition, refers to the process of iden-

tifying and categorizing emotions expressed in different kind of data including textual

data. This involves determining whether text conveys specific emotions such as joy, sad-

ness, anger, and fear. By integrating machine learning approaches with natural language

processing (NLP), we can develop sophisticated models that accurately identify these emo-

tions. NLP techniques enable the processing and analysis of large-scale textual data ef-

ficiently, facilitating numerous applications such as customer feedback analysis, mental

health monitoring, and social media marketing.

To detect emotions from text, we mainly need well-trained machine learning models.

Training these models necessitates labeled datasets, which are difficult to obtain and col-

lecting them takes a lot of time and effort due to the manual and lengthy process of label-

ing, especially in the Algerian dialect. In this context, our primary goal is the automatic

labeling of data to create datasets for emotion detection. Additionally, we address the

question: "What is the importance of emojis in short text and their influence on emotion

detection?" and focus on the semantic aspect, particularly keywords.

Clustering alone cannot solve these problems because it is challenging to find the best

algorithm for the data, and weaknesses in individual algorithms can affect the results.

Hence, relying on single algorithms like k-means or DBSCAN is insufficient. To overcome

1
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these limitations, we employ ensemble clustering to combine the strengths of multiple

clustering algorithms, ensuring better accuracy and reliability in clustering tasks.

In this work, we explore the methodologies, techniques, and challenges associated with

applying machine learning techniques concentrating on text clustering for emotion detec-

tion in the context of social media mining. Text clustering is a crucial step in this process,

as it groups similar pieces of text together, facilitating the identification of common themes

and sentiments. We place a particular emphasis on ensemble clustering, which involves

combining different object representations, algorithms, and initializations.

The resulting datasets are labeled according to the Ekman emotional model, which cate-

gorizes emotions into six basic types: happiness, sadness, fear, disgust, anger, and surprise.

By employing ensemble clustering techniques, we aim to produce a labeled dataset that

is well-suited for supervised learning methods. This approach is applied to both Arabic

text, focusing on the Algerian dialect, and English data, ensuring a comprehensive analysis

across different languages and cultural contexts.

A unique aspect of our research is the focus on handling emojis and keywords, which

play a significant role in conveying emotions on social media. Emojis, in particular, are

widely used to express feelings and attitudes, making their accurate interpretation essential

for effective emotion detection.

The structure of this dissertation is started with Chapter one introducing various con-

cepts related to the domain of emotion detection. Chapter two presents different aspects

related to machine learning techniques. Chapter three delves into text clustering tech-

niques, with a specific focus on ensemble clustering and related works. Finally, Chapter

four describes the steps we followed to create an automatically labeled dataset using the

ensemble clustering method in social media where we will discuss the tools used in this

work, as well as the results and discussions stemming from our research. At the end we

will finish by a general conclusion witch will discus our concluding remarks and expected

perspectives.



CHAPTER 1

Emotion Detection in social media

1 Introduction

In today’s digital age, social media is a prevalent platform for human interaction, offering

a wealth of data that reflects different emotions. Understanding these emotions is vital for

improving communication, mental health interventions and advancing technologies like

artificial intelligence.

In this chapter, we will explore the context of emotion detection in social media. Start-

ing by defining key terms and examining the various components and types of emotions.

Different prominent models for classifying emotional expressions are presented. Methods

and applications of emotion detection are discussed, comparing it with sentiment analy-

sis and focusing on techniques for emotion detection from text. The specific context of

emotion detection on platforms like X is also explored, highlighting the challenges faced in

this field. This foundation provides a deeper understanding of how emotions are detected,

interpreted, and utilized in the digital world.

2 Definition of Emotion

Several researchers in the field of emotions agree on a high-level definition of emotions

that view emotions as states that reflect evaluative judgments of the environment, the self

and other social agents, in light of the organism’s goals and beliefs, which motivate and

coordinate adaptive behaviour.

3
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Emotion is defined by Lexical as "A strong feeling deriving from one’s circumstances, mood,
or relationships with others."[49]

In psychology, emotion can be defined as psychological states differently connected with

contemplations. It can also be defined as sentiments that result in physical changes reflect

one’s thoughts and conduct during that state.

Emotions are often further categorized into basic emotions and complex emotions (i.e.,

emotions that are hard to classify under a single term such as guilt, pride, shame, etc.).

3 Components of Emotion

Also known as elements of emotional experience, the components of emotion involve

breaking down emotions into distinct, interrelated parts. These components collectively

contribute to our understanding and experience of emotions. Prominent components in-

clude:

3.1 Physiological components

The physiological component [55] of emotion is bodily reactions and changes associated

with different emotions, such as increased heart rate, flushed skin, tense muscles, dry

mouth, etc. These reactions are governed by the endocrine, nervous, and immune systems

and prepare the body for various emotional responses.

3.2 Cognitive components

Cognitive components [54] are the thoughts, mental evaluations, and appraisals that

influence and shape an emotional experience. This includes assessments of situations,

assignments of meaning, interpretations of events, evaluation of coping resources, etc.

Cognition plays a key role in determining specific emotional responses.
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3.3 Behavioural components

Behavioural components [41] are the set of outward emotional expressions and actions

associated with internal feeling states. Examples include facial expressions like smiling or

frowning, vocal expressions like shouting or soft speech, and body language like excited

gestures or listless movements, Behaviours serve as signals to others about emotions.

Emotions are often further categorized into basic emotions and complex emotions (i.e.,

emotions that are hard to classify under a single term such as guilt, pride, shame, etc.).

4 Types of Emotion

The study of emotions reveals two primary categories: basic emotions and complex emo-

tions, each with distinct characteristics and origins.

4.1 Basic Emotions

The most well-known categorization of basic emotions comes from Ekman [28] who

proposed 6 primary emotions based on cross-cultural facial expressions: Anger, Disgust,

Fear, Happiness, Sadness and Surprise. These emotions are considered innate, universal

responses that emerge early in human development and have distinct physiological signa-

tures and facial expressions.

4.2 Complex Emotions

Complex emotions are thought to build upon and blend with more basic emotions,

adding elements of intricate cognitive appraisal [54] and evaluation that incorporate social

and cultural knowledge. They are considered to be more malleable to individual differ-

ences and learning experiences such as Guilt, Shame, Embarrassment, Pride, Contempt,

Awe, Amusement and Desire.

The key distinction is that basic emotions have universal signals and causes while com-

plex emotions are more constructed through social and cultural lenses. However, there can

be overlap between the two categories.
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5 Emotion models

The finding that emotions are experienced and recognized by humans has influenced

the way that emotions are discussed in scientific contexts. According to psychology sci-

entists, persons have "internal mechanisms for a small set of reactions (usually happiness,

anger, sadness, fear, disgust, and interest) that, once triggered, can be measured clearly

and objectively." Therefore, feelings like fear, grief, and rage are viewed as entities that

scientists may study. To this end, there are two unique models for signifying emotions: the

categorical model and the dimensional model.

5.1 Categorical Emotion Models

Also known as discrete emotion models, the categorical model of emotions involves plac-

ing emotions into distinct classes or categories. Prominent among them include:

5.1.1 The Paul Ekman model

The Paul Ekman model [28] makes emotional distinctions using six fundamental cate-

gories. These core feelings include fear, surprise, rage, disgust, sadness, and happiness.

But the combination of these feelings could also result in the production of additional

complicated feelings like pride, lust, greed, remorse, humiliation, and so on.

5.1.2 The Robert Plutchik model

The Robert Plutchik model [77], like Ekman’s, suggests that there are only a few basic

emotions that happen in opposing pairs and combine to form complicated emotions. He

listed eight of these basic emotions, which include anticipation and acceptance/trust, in

addition to the six main emotions that Ekman proposed. Joy versus sadness, trust versus

disgust, anger versus fear, and surprise versus anticipation are the eight emotions that are

paired oppositely. Plutchik asserts that depending on how an experience interprets events,

there are different levels of intensity for each emotion.
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5.1.3 Orthony, Clore, and Collins (OCC) model

The Orthony, Clore, and Collins (OCC) model [71] Disagreed with the Ekman and

Plutchik analogy of basic emotions. Nonetheless, they all believed that feelings varied

in strength and that emotions emerged from people’s perceptions of events. To cover a

much wider range of emotions, they discretized emotions into 22 classes: relief, envy, re-

proach, self-reproach, appreciation, shame, pity, disappointment, admiration, hope, fears-

confirmed, grief, gratification, gloating, like, and dislike.

5.2 Dimensional Emotion Models

A dimensional model is an additional technique for identifying emotions. It denotes

effects in a dimensional form. In this approach, the different emotional states are connected

by a shared set of dimensions. They can be characterized in a three-dimensional space

(valence, arousal, and power) or a two-dimensional space (valence and arousal). There is

a place for every feeling in this space.

5.2.1 Russell model

The Russell model [87] Offers a two-dimensional circular model known as the circum-

plex of effect that is well-known in the representation of dimensional emotions. The

paradigm uses the Arousal and Valence domains to separate emotions into two categories:

Activations and Deactivations for Arousal, and Pleasantness and Unpleasantness for Va-

lence. Figure 1.1 illustrates how the Circumplex model of effect demonstrates that emo-

tions are connected rather than isolated.
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Figure 1.1: Russell’s circumplex model of effects [87]

5.2.2 Plutchik model

The Plutchik model [77] displays emotions as a wheel of concentric circles, with com-

binations of the primary emotions on the outermost portions and the eight fundamental

emotions on the innermost parts. The deepest feelings are derivatives of the eight funda-

mental emotions. The wheel illustrates the degree of relatedness between emotions based

on where they fall on the wheel. The emotions are expressed in opposite pairs as sur-

prise versus anticipation, joy versus sadness, anger versus fear, and trust versus disgust as

illustrated in Figure 1.2.
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Figure 1.2: Plutchik’s wheel of emotions [77]

5.2.3 Russell and Mehrabian model

The Russell and Mehrabian [88] offers a three-dimensional model of emotions as well,

with the third dimension being dominance, arousal, and valence/pleasure. According to

the 2-D theory, arousal and valence indicate how pleasant or unpleasant or active or passive

an emotion is, respectively. The degree of emotional control that experiencers possess is

characterized by the third dimension of dominance.
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6 Importance of Understanding Emotion

Understanding emotion is deeply important for interpersonal communication, mental

health, and artificial intelligence for the following reasons:

• In interpersonal Communication Emotion shows how people feel. Seeing each other’s

emotions helps people connect, respond sensitively, and bond when talking.

• Identifying emotions properly lets people look after mental health. Handling feelings

well aids in coping when life is tough.

• Artificial intelligence needs to recognize human emotions, this helps AI systems act

nicely, help users, and make moral choices.

In essence emotions provide key information. Understanding feelings leads to good

communication, mental health help, and smart caring AI. Noticing and managing emotions

thoughtfully has many benefits across those areas.

7 Emotion detection

Human been cannot exist without emotions, as emotions play a crucial role in various

aspects of our lives, understanding emotions is essential because they significantly impact

our mental and physical well-being, decision-making, relationships, and overall quality of

life. Emotion detection (ED) or emotion recognition is a branch of sentiment analysis that

deals with the extraction and analysis of emotions.[4], it refers to the use of automated

methods and technologies to recognize, interpret, process, and simulate human affective

states and moods [75]. Emotion detection systems aim to classify emotions such as anger,

joy, sadness, fear, and disgust from multimodal data sources using machine learning tech-

niques [28].

7.1 Methods of Emotion Detection

Emotion detection involves various methods, each leveraging different human attributes

to recognize and interpret emotional states. These methods have become increasingly

sophisticated with advances in technology and psychology, including:
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7.1.1 Facial recognition

Facial expressions are a major way humans display emotions. Automated facial recog-

nition [91] uses computer vision and machine learning algorithms to detect facial muscle

movements, micro-expressions, etc. that signify different emotional states like happiness,

sadness, anger, etc. Major techniques include facial action coding systems (FACS), neural

networks, facial key point detection, etc.

7.1.2 Speech analysis

Voice tone, speech prosody, and vocal expressions also indicate emotions. This field

analyses speech features [29] like pitch, intensity, and rhythm to infer affective states Signal

processing identifies acoustic patterns which are then classified using models.

7.1.3 Text analysis

Text mining tools can identify emotion from text [108] based on vocabulary, style, and

context. Methods include lexicon mappings, syntactic analysis, machine learning classi-

fiers, and hybrid approaches. Challenges involve interpreting pragmatic implications.

7.1.4 Physiological sensors

Signals [47] that detect emotional arousal via bodily signals like skin conductance, heart

rate, neurological activity, etc. Multimodal frameworks combine various sensor inputs for

emotion recognition. Limitations exist due to variability in responses.

7.2 Applications of Emotion Detection

Emotion detection has a wide range of applications across various fields, and its potential

is constantly evolving. Here are some examples of how it’s being used:

• Customer Experience: Analyse customer emotions, frustrations, and satisfaction

from facial and vocal cues to improve product design and customer service quality.

• Education: Evaluate student engagement, motivation, and confusion to modify teach-

ing methods and content delivery for better educational outcomes.
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• Automotive Safety: Detect driver drowsiness, distraction, impairment and stress

from biometrics to improve safety through alerts or autonomous aids.

7.3 Emotion detection vs sentiment analysis

Emotion detection and sentiment analysis are both essential tools in understanding hu-

man language and behavior, each serving distinct but complementary purposes in the be-

havioural analysis. They are related but refer to distinct techniques.

Sentiment is defined as ‘an attitude, thought, or judgement prompted by a feeling.’ Emo-

tion, on the other hand, ‘refers to a conscious mental reaction subjectively experienced as

strong feelings.’ The main difference between these two is the duration in which they are

experienced [68] . That is, sentiments last for a longer period, and they are more stable

than emotions [46]. Also, unlike sentiment, emotions are not necessarily targeted toward

an object.

Emotion detection aims to classify specific affective states like happiness, sadness, fear,

etc. conveyed in a text, audio or visual data. It relies on advanced machine learning (ML)

methods to categorize precise emotion by analyzing facial expressions, speech patterns,

lexical choices, etc. Emotion detection has applications in chatbots, virtual assistants, psy-

chology, and market research. However, accurately identifying emotions is challenging

given their complexity, subjectivity, and dependence on context.

In contrast, sentiment analysis focuses on determining the overall sentiment orientation

as positive, negative, or neutral. It uses machine learning techniques to extract subjec-

tive information and evaluate the general attitude, appraisal, or opinion rather than pin-

point exact emotions. Common applications include social media monitoring, analyzing

customer feedback, brand monitoring, and understanding public perceptions. However,

sentiment analysis can miss nuances in human communication like sarcasm, and struggle

to capture the intricacies of emotions.

In summary, emotion detection attempts to classify specific granular emotions while sen-

timent analysis categorizes the broader feeling as positive, negative or neutral. Sentiment

is more enduring while emotion is intense but fleeting. Emotion can be independent but
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sentiment is directed at something. Emotion analysis can be viewed as a natural evolution

of sentiment analysis and its more finegrained model.

7.4 Text based Emotion Detection

Emotion detection from text, also known as text-based emotion recognition, in computa-

tional linguistics is the process of identifying discrete emotion expressed in text. [92], it is

resumed in the use of natural language processing and machine learning to systematically

identify, extract, and quantify affective states and subjective information from textual data

it is the computational study of natural language expressed in text in order to identify its

association with emotions such as anger, fear, joy, sadness, etc. [9]

Identifying a person’s emotional states from a text document they have authored can

be useful in a variety of contexts and domains in computational linguistics such as in e-

learning environment [86] or suicide prevention [23].

7.5 Techniques for text based Emotion Detection

Emotion detection from text involves various techniques that leverage natural language

processing (NLP) and machine learning algorithms to analyze textual data and infer the

underlying emotions expressed within it. Some common techniques include:

7.5.1 The lexicon-based approaches

The lexicon-based [72] approaches commonly employed in emotion detection from text,

making it particularly effective for identifying and categorizing emotions based on spe-

cific keywords associated with various emotional states. By utilizing established lexicons

and dictionaries, this approach offers a systematic approach to mapping text to emotional

categories, facilitating the analysis of emotions expressed in written content.

7.5.2 Machine Learning (ML)

Train a machine learning model on a dataset of texts labelled with emotions to build a

model that can classify the emotions of new texts. We can use classical ML or deep learning
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methods. Often uses linguistic features like keywords, punctuation, syntax etc in addition

to word vectors. [3].

7.5.3 Deep Learning

Use deep learning neural network architectures directly on raw text or word vector inputs

to classify emotion without needing to manually define features. May includes several

techniques and algorithms such as CNNs, Bi-LSTMs etc.

8 Social Media and Emotion Detection

Social media [42] are online platforms and technologies that allow individuals, orga-

nizations and communities to create, share and exchange information, ideas and user-

generated content. Social media platforms has become central for interpersonal commu-

nication and self-expression. Sites like Facebook [32], X (Twitter) [104], and Reddit [81]

contain extensive real-time, user-generated textual data encompassing people’s opinions,

interests, and emotional states, this data offers a prolific resource for applying emotion

detection to understand collective moods, attitudes, and emerging trends. For example,

emotion detection of large-scale social data has enabled gauging public reactions to events,

predicting economic indicators from collective emotions, and identifying signs of depres-

sion or self-harm risk [21]. On an individual level, users’ emotional expressions on social

media can be analysed with natural language processing to provide personalized recom-

mendations, mental health interventions, or tailor-marketing. The diversity of data types -

text, audio, images - also allows for detecting emotive signals from multiple modes of ex-

pression. Through automated emotion detection on social platforms, researchers gain an

enriched, scalable, and frequently updated understanding of population-level behaviours

and health.

8.1 Applications in social media

Emotion detection in social media has become increasingly relevant due to its wide range

of applications, these are some examples:

• User Engagement: emotion detection identifies confusion, boredom, and anger to
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improve features and recreate interest. It also reveals happiness with entertaining

content.

• Content Moderation: detecting anger, and disgust facilitates flagging abusive posts

and disturbing content like violence for moderation.

• Marketing: interest, joy and surprise reactions inform creative strategy and targeting

for personalized, viral-ready campaigns. Anger and sadness guide message adjust-

ments.

8.2 X Platform

With over 500 million tweets posted daily, X provides a valuable platform for detecting

emotional states[38][66] based on textual and visual signals. Researchers have developed

techniques to automatically identify emotions [84] like happiness, sadness, anger, and

fear from the language, emojis, and emoticons used in tweets. Overall, X’s vast public

emotion data offers a prolific resource to keep improving automated emotion recognition

technologies. With growing computational linguistics capabilities, fine-grained analysis of

emotive expressions on X shows promise for many downstream applications from mental

health monitoring to stock prediction and consumer insights to political analytics.

Additionally, emotion detection was very effective during COVID-19 lockdowns [63].

Analysis of used social media words revealed increased fear, sadness, and loneliness in

isolated populations during the pandemic. This demonstrates the technique’s ability to

unobtrusively monitor mental health through expressed emotions.

9 Challenges in emotion detection

Emotion detection from text data is full of challenges for several reasons precisely in the

virtual world. The era of the Internet has led to the generation of a vast amount of informal

text data, which presents various challenges for emotion analysis. Social networking sites,

in particular, pose challenges such as spelling mistakes, new slang (dialectical language),

and incorrect grammar usage, making it difficult for machines to perform emotion analysis.
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Additionally, individuals may not express their emotions clearly, further complicating the

process of emotion detection from real-world data.

The lack of resources is a problem for emotion recognition because some statistical tech-

niques need a sizable annotated dataset. While collecting the data is not hard, manually

classifying the massive dataset takes a lot of effort and is not as accurate. The complexity

and subtlety of emotions, the dearth of labelled datasets, and the requirement for domain-

specific knowledge are some of the factors contributing to this difficulty.[69].

The Web slang is another prevalent issue that frequently appears in postings and con-

versations on Instagram [43] , X, and Facebook. His expanding language is an enormous

challenge to current lexicons and trained models .[69].

10 Conclusion

Emotion detection is an emerging interdisciplinary field with applications in mental

healthcare, marketing, and human-computer interaction. Detecting emotions involves

analysing facial expressions, speech, text and physiological signals, but it remains com-

plex due to challenges like contextual understanding and cultural differences. Despite ad-

vancements, emotion detection systems need to become more accurate, nuanced and user

responsive. When carefully designed, these systems have the potential to significantly im-

prove well-being, communication, and decision-making in both personal and professional

contexts. Creating efficient systems needs robust techniques.

The next section introduces techniques used in the context of emotion detection mainly

the machine learning techniques.



CHAPTER 2

Machine learning

1 Introduction

Artificial intelligence (AI) refers to the capability of machines to exhibit human-like intel-

ligence and perform complex tasks like sensing, learning, reasoning and decision making.

Machine learning is a subset of AI that enables algorithms and systems to automatically

learn from data and improve their performance over time without explicit programming.

In this chapter, we will provide an overview of artificial intelligence especially machine

learning approaches focusing on different types of machine learning algorithms.

2 Artificial intelligence

Artificial Intelligence (AI) refers to the simulation of human intelligence in machines

that are programmed to think like humans and mimic their actions [45]. This can include

learning, reasoning, problem-solving, perception, and language understanding. AI systems

are designed to perform tasks that would typically require human intelligence, ranging

from simple ones like recognizing speech or images, to more complex ones like decision-

making and translating languages.

17
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3 Machine Learning

Machine learning (ML) is a subset of AI that enables algorithms and systems to auto-

matically learn from data and improve their performance over time without explicit pro-

gramming. In 1959,Arthur Samuel described ML as the “field of study that gives computers
the ability to learn without being explicitly programmed”. According to Tom M. Mitchell’s

definition of ML “A computer program is said to learn from experience E with respect to some
class of tasks T and performance measure P, if its performance at tasks in T, as measured by P,
improves with experience reinforcement learning E”[65].

4 Types of Machine Learning

Several broad categories of machine learning differ in terms of how they operate and

what kind of data they require for training:

4.1 Supervised learning

Supervised Learning [67] involves training the model on labeled data and testing it on

unlabeled data. Its fundamental architecture begins with dataset collection, the dataset

is then partitioned into testing and training data, and then, the data is pre-processed.

Extracted features are fed into an algorithm and the model is then trained to learn the

features associated with each label. Finally, the model is supplied with the test data and it

makes predictions on them by providing the expected labels, as illustrated in Figure 2.1.

Supervised learning tasks are divided into two categories : classification and regression,

both are discussed in detail in the following sections.
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Figure 2.1: Basic Architecture of Supervised Learning [27]

4.1.1 Classification

Classification [27] is a type of supervised machine learning algorithm used to predict

discrete categorical labels. It learns from training data how to assign observations to dif-

ferent class labels or categories. Classification models classify inputs into discrete outputs

based on learned patterns. Common algorithms include logistic regression, decision trees,

random forests, naive Bayes and support vector machines. Classification is useful for tasks

like image recognition, spam detection, medical diagnosis and customer churn prediction.

4.1.2 Regression

Regression [27] is a type of supervised machine learning algorithm used to predict con-

tinuous target variables. It learns the mapping function between input and output variables

from labeled training data. Regression models estimate relationships between features and

the target by fitting curves/lines to minimize the prediction error. Common regression

algorithms include linear regression, logistic regression, polynomial regression and regres-

sion trees. Regression is useful for forecasting, estimation, and predictive modeling tasks

with continuous numeric outputs.
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4.2 Reinforcement Learning

Reinforcement learning [25][11] is commonly used in robotics, gaming, and navigation

applications. It involves an algorithm learning in a dynamic environment to achieve a goal

without explicit instructions. Through trial-and-error interactions, reinforcement learn-

ing determines which actions produce the greatest rewards. For example, a chess-playing

reinforcement learning algorithm would progressively learn the game by playing against

opponents and experimenting with actions to win.

Reinforcement learning has three key components: the learning agent, the environment

it interacts with, and the actions it can take. The objective is for the agent to choose actions

that maximize cumulative reward over time. Following an optimal policy allows the agent

to reach its goal much faster. Therefore, reinforcement learning aims to learn the best

policy through experience and reward/penalty feedback.

4.3 Unsupervised Learning

Unsupervised learning [62][102] algorithms learn from unlabeled training data without

explicit correct answers or supervision. They uncover hidden patterns and relationships in

the data to learn more about its structure.The similar data is grouped in clusters. Common

unsupervised learning techniques include clustering algorithms like k-means which group

data points with similar traits and dimensionality reduction techniques like principal com-

ponent analysis which find the most salient features. Some major types of unsupervised

learning algorithms are:

4.3.1 Dimensionality Reduction Algorithms

Dimensionality reduction techniques [25] are an effective solution for the problem of the

curse of dimensionality. As the number of dimensions or features increases, the volume of

the data space grows exponentially. This causes the available data to become very sparse.

This sparsity poses an issue for methods that require statistical power, since the amount of

data needed grows rapidly with more dimensions.

Dimensionality reduction involves methods for decreasing the number of dimensions

characterizing an object. The main goals are to eliminate irrelevant and redundant data,
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reduce computational costs and improve data quality and organization. Similar to cluster-

ing approaches, dimensionality reduction methods seek to exploit the inherent structure

within data in an unsupervised fashion. Many techniques can also be adapted for classifi-

cation and regression tasks.

Some common dimensionality reduction algorithms include: Principal Component Anal-

ysis (PCA), Principal Component Regression (PCR) and Partial Least Squares Regression

(PLSR). . . etc

4.3.2 Clustering

Clustering is a key technique in unsupervised learning that groups unlabeled data points

based on similarity. The goal of clustering is to partition data into distinct groups called

clusters, where objects within a cluster are more similar to each other than objects in other

clusters.

Clustering reduces data complexity by grouping many granular points into a smaller

number of clusters. This compression leads to some loss of finer distinctions between data

points but makes the data much simpler to analyze at a broader level.

For instance, Clustering algorithms can analyze text data to identify and group posts

that express similar emotions in social media, aiding in understanding public sentiment or

trends.

Overall, clustering represents a crucial unsupervised technique for identifying groups

and patterns within datasets in the absence of predefined training labels. This method finds

extensive application in domains such as customer segmentation, image segmentation,

social network analysis, among others.

4.3.2.1 General Techniques of Clusters

Different sorts of clustering techniques are available to handle various kinds of unique

data.
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a) Center-Based Clusters: in center based technique [79], the cluster is a collection of

objects where each object is closer or more similar to the center of its own cluster

than to the center of any other cluster. This center, often referred to as the centroid,

is typically the average of all the points in the cluster. Alternatively, the center can

be a medoid, which is the most representative point of the cluster. The concept of a

centroid or a medoid helps to define the core of the cluster, ensuring that the objects

within a cluster are more closely or similarly associated with their own cluster’s center

than with the centers of other clusters.

b) Well-Separated Clusters: in this case [51], a cluster is defined as a set of nodes

or points, where each node or point within the cluster is closer or more similar to

every other node or point in the same cluster than to any node or point outside of it.

This proximity or similarity ensures that if the clusters are sufficiently well-separated,

various clustering methods can effectively distinguish and group them. Essentially,

the cohesiveness within a cluster and the distinction between different clusters are

key factors that contribute to the effectiveness of clustering techniques.

c) Density-Based Clusters: the technique [79][51] is based on the principal that a clus-

ter is a dense region of points, distinctly separated by low-density areas from other

high-density regions. This concept is particularly useful in scenarios where clusters

are intertwined or irregular, and where there are factors like noise and outliers. The

delineation of a cluster is based on the density of points, ensuring that each cluster is

a compact group separated from other clusters by areas of lower point density. This

approach is effective in managing complex data structures where traditional cluster-

ing methods might struggle due to the presence of irregularities and external noise

factors.

d) Contiguous clusters: in Contiguous clusters technique [51], the cluster is a collec-

tion of points where each point within the cluster is nearer or more similar to one or

more other points in the same cluster compared to any point outside of it. This prox-

imity or similarity between points within a cluster emphasizes the cohesiveness of

the cluster, ensuring that each point shares a stronger connection with points within

the same cluster than with those outside it. This concept is fundamental in identi-

fying and grouping points into distinct clusters based on their relative closeness or

similarity.
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4.3.2.2 Methods of Clustering

Traditional clustering methods are generally classified into hierarchical, partitioning, and

density-based techniques. However, categorizing these clustering approaches is not simple

or universally agreed upon. In practice, there is often an overlap among these groups.

a) Hierarchical Methods: hierarchical [12][57] clustering creates a multi-level break-

down of a dataset or group of objects based on specific criteria. This process is represented

through a dendrogram, resembling a tree diagram, which tracks the history of merging

or dividing sequences. By cutting the dendrogram at an appropriate level, any number of

clusters can be derived. Each cluster node encompasses smaller, child clusters, and clus-

ters at the same level divide the data points contained in their shared parent cluster. This

method facilitates the examination of data at various levels of detail Hierarchical clustering

is divided into two types: agglomerative (bottom-up) and divisive (top-down). In agglom-

erative clustering, the process begins with clusters consisting of a single point each and

progressively merges clusters that are most similar to each other. On the other hand, divi-

sive clustering starts with all data points in a single cluster and iteratively divides the most

suitable cluster. This procedure continues until a predetermined stopping point is reached,

often determined by the desired number of clusters, denoted as ’k’.

b) Partitioning Methods: partitioning methods [57] typically create M distinct clus-

ters, with each object assigned to one cluster. Each cluster can be represented by a centroid

or a representative, which serves as a collective summary of all objects in the cluster. The

nature of this summary varies depending on the type of objects being clustered. For in-

stance, when clustering real-valued data, the average of the attribute vectors of all objects

in a cluster can be used as an effective representative. However, different types of cen-

troids might be necessary for other scenarios, such as using a list of common keywords to

represent a cluster of documents, where the keywords are chosen based on their frequency

across a minimum number of documents in the cluster. In cases where there are numer-

ous clusters, these centroids themselves can be clustered to form a hierarchical structure

within the dataset. There are many methods and algorithms of partitioning clustering ,

among which we can mention K-means Algorithm and Medoids Algorithm. .
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K-means Algorithm: this algorithm [97][14] aims to identify K divisions that meet a

specific criterion. It starts by selecting some dots as the initial focal points for the clusters

(commonly, the first K sample dots are used for this purpose). Next, the rest of the sample

dots are grouped with these focal points based on the principle of minimum distance. This

step leads to an initial classification. If this classification appears to be unsatisfactory, it is

adjusted by recalculating the focal points of each cluster. This process is repeated multiple

times until a satisfactory classification is achieved.

Medoids Algorithm: k-medoids identify the most representative data point within a

cluster. Using k-medoids for representation offers two main benefits. Firstly, it is versatile,

imposing no restrictions on the types of attributes used. Secondly, the selection of medoids

is influenced by the location of the majority of points in a cluster, making it less vulnerable

to outliers. Clusters are formed around the chosen medoids, grouping points that are

nearest to them, and the goal is to minimize an objective function, typically the average

distance or another measure of dissimilarity between a point and its nearest medoid.

c)Density-Based Algorithms: density-based [79][95] algorithms are a class of clustering

methods that identify clusters based on the density of data points in a region. Unlike

other clustering techniques that require pre-specifying the number of clusters, density-

based methods are particularly adept at discovering clusters of arbitrary shapes and sizes,

and they are inherently robust against outliers.

The core principle of these algorithms is to consider areas with a high density of data

points as a single cluster while treating regions with low density as noise or outliers. This

approach allows for more flexibility and adaptability in various data environments.

Density-Based Spatial Clustering of Applications with Noise (DBSCAN) is the most

widely used density-based clustering algorithm.

DBSCAN algorithm: this is an appropriate algorithm [18][93] for finding outliers in a

data set. It finds arbitrarily shaped clusters based on the density of data points in different

regions. It separates regions by areas of low density so that it can detect outliers between

the high-density clusters.
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d) FUZZY C-Means Clustering: FUZZY [53] C-Means clustering method assigns each

data point to a cluster with a certain membership level. The technique initiates by making

an initial estimation of the cluster centers, which symbolize the average location of each

cluster.

4.3.2.3 Comparison between algorithms of clustering

Clustering algorithms are pivotal in organizing data into meaningful groups, each char-

acterized by similarities among its members. This comparison outlines the strengths and

limitations of prominent clustering techniques. Understanding these algorithmic nuances

facilitates informed decisions in selecting the most suitable approach for data analysis tasks.

Clustering

Algorithm

Advantages Disadvantages

K-means

• It’s relatively easy to scale and

straightforward.

• Appropriate for datasets

featuring compact, well-

separated spherical clusters.

• Limited ability to provide ac-

curate descriptions of clusters.

• Requires users to predefine the

number of clusters.

DBSCAN

• It identifies clusters with var-

ied shapes, regardless of their

form.

• It effectively manages noise

and outliers.

• Sensitivity to the configuration

of input parameters is notable.

• Inadequate representations of

clusters are evident.
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Agglomerative

Hierarchi-

cal
• Eliminates the requirement to

specify the number of clusters

beforehand.

• Generates a complete hierar-

chy of clustered data.

• High time and space complex-

ity

• Incapable of adjustments after

splitting or merging decisions

are finalized.

Fuzzy

Clustering • Performs more effectively than

the conventional hard cluster-

ing method, such as the k-

means algorithm, particularly

in scenarios involving overlap-

ping data points.

• Data points are not limited to

membership in a single clus-

ter; instead, they can possess

fractional memberships across

multiple clusters.

• Relatively slower in execution

due to the necessity of cal-

culating the membership of

every data point across each

cluster.

• Prone to being influenced by

the initial setup of the weight

matrix.

In summary, each algorithm has advantages and disadvantages. K-means is simple and

fast but makes assumptions. DBSCAN is flexible but does not handle densities well. Hier-

archical clustering provides visualization but has high complexity. Fuzzy clustering allows

partial membership but results depend on initialization.

5 Conclusion

In this chapter, we provided a brief overview of AI and ML. It covers the definition of

different related concepts especially supervised, unsupervised and reinforcement learning.

Key algorithms like k-means and DBSCAN are presented as well, emphasizing the impor-
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tance of choosing the right method for specific tasks. The chapter also accentuate different

clustering techniques precisely ensembles clustering techniques.

The next section provides a detailed description of an amount rang of clustering tech-

niques used in the text analysis field specially in emotion detection.



CHAPTER 3

Text Clustering

1 Introduction

This chapter delves into the critical area of text clustering, focusing on its common appli-

cations to short texts in social media. It begins by defining text clustering and distinguishing

between long and short text clustering. The chapter then explores the practical applica-

tions of short text clustering and the challenges it presents, such as feature sparsity and

high dimensionality. A comparative study of various text clustering techniques for emo-

tion detection in social media data is presented, highlighting the effectiveness of ensemble

learning methods. The chapter also discusses the processes, advantages, applications and

challenges of ensemble clustering also future directions, concluding with an overview of

related works.

2 Definition of Text Clustering

Text clustering [48], also known as text categorization or document clustering, is a nat-

ural language processing (NLP) technique. Can be conceptually explained as the process

of dividing text data into clusters based on their similarity, where each cluster comprises

data points in a multi-dimensional space that are similar to one another. Text clustering

groups texts based on shared properties, such as similar words, subjects, or themes. Clus-

ters can be formed based on various features extracted from the text, including word fre-

quencies, semantic similarity, or topic distributions, Algorithms for text clustering organize

28
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documents into clusters by optimizing similarities within each cluster while minimizing

similarities between clusters. There are two subtypes or domains within the broader field

of text clustering, such as short text clustering and long text clustering.

2.1 Long Text Clustering

Long text clustering [19]involves grouping extensive textual materials, such as articles,

academic papers, or lengthy books, which often cover diverse and intricate subject matters.

This form of clustering poses computational scalability issues because conventional cluster-

ing methods may struggle to handle the size and complexity of such datasets, leading to

inefficiencies or impracticalities in processing them.

2.2 Short Text Clustering

Clustering short texts [7][105] are one of the most important text analysis methods to

help extract knowledge from the Internet, including on social media, in product descrip-

tions, in advertisement text, on questions and answers websites and in many other appli-

cations. Short texts might be difficult to find knowledge in since they are characterized

by a lack of context. Short texts can be found in a variety of settings, including product

descriptions, chat messages, tweets, search queries, and online reviews.

Short texts pose a clustering challenge due to their disorderly characteristics, often in-

cluding noise, slang, emojis, misspellings, abbreviations, and grammatical mistakes. Tweets

serve as a prime example of such difficulties.

3 Applications of Short Text Clustering

Various clustering techniques have found applications across multiple real-world do-

mains. The following disciplines and sectors make use of clustering methods:

• In information retrieval (IR): clustering techniques have been applied in diverse

scenarios, including the clustering of large datasets. Within search engines, text

clustering is pivotal for enhancing document retrieval efficacy by categorizing and

indexing relevant documents.
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• Internet of Things (IoT): a number of areas have made IoT their primary focus be-

cause to the quick growth of technology. A global positioning system, radio frequency

identification technology, sensors, and other IoT devices are some of the tools used in

data collection in the Internet of Things. Distributed clustering, which is necessary for

wireless sensor networks, is accomplished through the use of clustering algorithms.

• Emotion Recognition (ER): text clustering can group documents or sentences by

sentiment. This can be used to analyse sentiment and emotion in data like reviews,

social media, etc.

• Summarization: clustering sentences/phrases of a document using semantic simi-

larity can help generate key phrase or extractive summaries.

4 Challenges in Short Texts Clustering

Text clustering researchers are confronted with a number of challenges. Compared to

broad text clustering, short text clustering has a distinct issue.[96] The most frequent dif-

ficulties with short text clustering will be covered in the next section.

4.1 Sparse Feature Vector

In document or large text clustering algorithms, each document is represented by a fea-

ture vector. Numerical values for the features that match document phrases are contained

in this vector. Short texts include extremely few words, hence the feature vector that is

created from them is typically sparse in nature. One of the main problems in clustering

short text data is the sparsity of the feature vector, which is hard to solve.

4.2 Polysemy

The existence of various interpretations for a single word presents a substantial hurdle

in text clustering. For example, the term "table" might denote furniture, a data structure,

or mathematical tables. Assigning the correct category for such terms becomes intricate.

Unlike longer documents where context aids in clarifying the meaning, short texts lack the

requisite context due to their brevity. Consequently, grasping the context of a word in short

text becomes particularly arduous, given the sparse nature of the text.
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4.3 Synonymy

Identifying words with identical meanings presents a challenge in text clustering. For

instance, words like "Beautiful," "Attractive," "Pretty," "Lovely," and "Stunning" share the

same meaning. Deciding which cluster to assign such words becomes particularly difficult,

especially when they appear in short texts.

5 Text Clustering and Emotion Detection

Integrating text clustering with emotion detection [107] allows for identifying clusters of

text documents based on both semantic content and emotional tone. This integration pro-

vides deeper insights into the emotional context within text data, enabling nuanced emo-

tion analysis at scale. Text clustering organizes documents by thematic content, while emo-

tion detection identifies predominant emotions within each cluster. This combined analysis

is valuable for social media analysis, customer feedback mining, and product review opin-

ion mining, where understanding emotional content is critical for decision-making and user

engagement.

6 A Comparative Study of Text Clustering Techniques for

Emotion Detection in Social Media Data

In the modern era of technology, a significant portion of the global population utilizes

the Internet to communicate through various mediums including text, images, audio, and

video. Individuals from diverse backgrounds engage in exchanging information and ex-

pressing their perspectives on current events through social media platforms. There is a

necessity to comprehend and interpret the impact of such extensive textual information

on individuals by analyzing their emotional responses. We have collected some previous

works that mention some of the techniques used in this field.
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Table 3.1: Summary of Previous works for Emotion Recognition from Text

Ref

no.

Main Focus Approach Key Contributions Results

[107] Addressing

sparse fea-

tures in

emotion

recognition

from short

texts

- Representing short

texts with word

cluster features -

Introducing a novel

word clustering al-

gorithm - Employing

a unique feature

weighting scheme

- Proposed methods

to enhance emotion

recognition perfor-

mance - Conducted

emotion classification

experiments using

various features and

weighting schemes -

Word cluster features

and the proposed

weighting scheme

partly resolved is-

sues with feature

sparseness and emo-

tion recognition

performance

Experimental results

suggest that the

word cluster features

and the proposed

weighting scheme

partly resolved prob-

lems with feature

sparseness and emo-

tion recognition

performance

[90] Extracting

emotional

insights from

Twitter data

- Transforming Twit-

ter data into a vector

of eight distinct

emotions - Utilizing

supervised machine

learning techniques

such as K-means,

Naive Bayes and

SVM for emotion

classification

- Focused on ex-

tracting emotional

insights from Twitter

data - Employed

supervised learning

methods for emo-

tion classification -

Transformed Twitter

data into a vector

representing eight

distinct emotions
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[6] Unsupervised

emotion

detection at

the sentence

level

- Innovative unsu-

pervised approach

not reliant on pre-

existing lexicons

- Calculation of

emotion vectors

for potential affect-

bearing words based

on semantic connec-

tions and syntactic

dependencies within

sentence structures

- Introduction of

a versatile unsu-

pervised approach

for emotion detec-

tion - Calculation

of emotion vectors

based on semantic

and syntactic fea-

tures - Framework

demonstrated su-

perior effectiveness

compared to re-

cent unsupervised

methods

Extensive evaluations

on diverse datasets

demonstrated the

framework’s supe-

rior effectiveness

compared to re-

cent unsupervised

methods

[80] Understanding

users’ feel-

ings towards

specific

topics

- Text-based emotion

recognition approach

- Proposal of a

method using per-

sonal text data for

emotion recogni-

tion - Application

of Dominant Mean-

ing Technique for

emotion recognition

Promising experi-

mental results re-

ported on the tested

dataset based on the

proposed algorithm.

It outperforms other

methods in precision,

recall, and F-measure

7 Ensemble Learning

Ensemble learning frameworks [89] is a machine learning paradigm where multiple

models (such as classifiers or experts) are strategically generated and combined to solve a

particular computational intelligence problem. An ensemble is constructed with a combi-

nation of multiple base learning algorithms to achieve better predictive performance com-

pared to any single learning algorithm or model.
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The key idea is to train multiple base models and then combine their predictions into a

single final prediction to improve robustness and generalizability over a single model. This

is typically done for supervised learning tasks like classification and regression.

Ensemble methods can also be applied to unsupervised learning tasks like clustering,

which is known as ensemble clustering. In ensemble clustering, multiple base clustering

results are generated and then combined to obtain a consensus clustering solution.

8 Methods of Ensemble supervised Learning

Ensemble methods are categorized into two primary frameworks: the dependent frame-

work and the independent framework. Within the dependent framework, the outcome of

each inducer influences the development of the subsequent inducer. Here, insights gained

from previous iterations inform the learning process in subsequent ones. Conversely, in the

independent framework, each inducer is constructed autonomously, without reliance on

other inducers. these are the most popular ensemble methods of both frameworks[89]:

• AdaBoost: [35] is the most well-known dependent algorithm for building an ensem-

ble model. The main idea of AdaBoost is to focus on instances that were previously

misclassified when training a new inducer.

• Bagging: [15] is a simple yet effective approach for generating an ensemble of inde-

pendent models in which each inducer is trained using a sample of instances taken

from the original dataset as a replacement. In order to ensure a sufficient amount of

instances per inducer, each sample usually contains the same number of instances as

in the original dataset. Majority voting of the inducers’ predictions is performed to

determine the final prediction of an unseen instance.

• Random forest and random subspace methods: Random forest’s popularity con-

tinues to increase, primarily due to its simplicity and predictive performance. In addi-

tion, random forest is considered an easy to tune method compared to other methods

that require careful tuning. The random forest algorithm was originally developed

for using decision trees as base learners, largely because of the process of choosing

different feature subsets when splitting the nodes. However, this step can easily be
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replaced by using the broader random subspace method (RSM; Ho, 1998) which can

be applied with other types of inducers.

• Gradient boosting machines (GBM):In GBM [36] the training of each inducer is

dependent on inducers that have already been trained. The main difference between

GBM and other techniques is that in GBM optimization is applied in the function

space. It includes a learning procedure in which the goal is to construct the base

learners so that they are maximally correlated with the negative gradient of the loss

function, associated with the whole ensemble. More specifically, in GBM a sequence

of regression trees is computed, where each successive tree predicts the pseudo-

residuals of the preceding trees given an arbitrary differentiable loss function.

• Rotation forest: [85] is a method that generates diversity among decision tree in-

ducers by training each inducer on the whole dataset in a rotated feature space.

9 Ensemble Clustering

Clustering ensemble also named consensus clustering [1][5][16] is a clustering frame-

work that combines multiple clustering results to obtain a consolidated clustering that is

better than any of the individual clustering. It has emerged as an effective way to improve

robustness, stability and accuracy of unsupervised classification solutions.

The main idea is to run multiple clustering algorithms on the same dataset using different

initializations or parameters. Each clustering algorithm may produce different clustering

structures due to differences in biases and sensitivities to parameters and initialization. In-

stead of selecting the best clustering or using model averaging, the results from multiple

runs are integrated to find areas of agreement between clusterings. This consensus across

multiple partitions is then used to generate a final consolidated clustering.

Overall, clustering ensembles provide a principled way to build robust unsupervised learn-

ing systems by combining results across multiple clustering solutions.

10 Process of ensemble clustering

Every clustering ensemble method is made up of two steps: process of generating indi-

vidual partitions and combining them to generate the final partition (Consensus function),
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as shown in Figure 3.1

Figure 3.1: Diagram of the general process of cluster ensemble [99]

10.1 Generation Process

The generation step[1][16][99] is the process of creating multiple partitions (M parti-

tions) of the given dataset that will serve as input to the cluster ensemble method. The key

goals during generation are to produce partitions that are diverse from each other but also

individually of high quality.

There are no specific constraints imposed on how these partitions must be obtained, giv-

ing flexibility to generate diversity through different techniques. For example, partitions

can be created using different clustering algorithms like k-means, hierarchical clustering,

DBSCAN, etc. The same algorithm can also be run multiple times with different parameter

initializations or on different random subsamples of the data. Additionally, diversity can be

introduced by transforming the data in different ways before clustering, like using differ-

ent feature subsets, applying dimensionality reductions, or projecting the data into lower

dimensional subspaces.

Fundamentally, the generation step aims to create a diverse set of high-quality parti-

tions. The fewer constraints, the more flexibility to produce partitions capturing different

perspectives of the clustering structure in the data. This diversity allows the ensemble to
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achieve better performance than individual partitions. The high-quality partitions ensure

meaningful information is combined. By bringing together diverse, high-quality partitions,

the ensemble can find commonalities and inconsistencies that improve the unified cluster-

ing.

There are different techniques [16][1] used for generating the individual clusters :

Figure 3.2: Diagram of the principal clustering ensemble generation mechanisms [99]

10.1.1 Different object representations

Diversity is obtained by generating partitions using different subsets of attributes, chang-

ing parameter forms during generation, and collecting different information per object,

enabling complementary perspectives like in ensemble methods.

10.1.2 Different clustering algorithms

Have unique biases and can produce varied partitions on the same data; generating an

ensemble of partitions using diverse algorithms takes advantage of their different perspec-

tives.

10.1.3 Different parameter initialization

By varying initialization parameters that directly or indirectly affect cluster number and

starting points, clustering algorithms can produce diverse partitions on the same data by

optimizing different local objectives.
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10.1.4 Subspace projection

Using dimensionality reduction techniques like random projections or random attribute

subsets creates different clusterings from varied perspectives by representing patterns with

different attribute subsets.

10.1.5 Subsets of objects

By clustering different random subsamples of the data, like bootstrapping in supervised

methods, diverse partitions can be generated from the varied perspectives of different sub-

sets of examples.

10.2 Consensus Process

Consensus process [5][16][8] is the process of combining multiple clusterings or par-

titions of the same dataset, produced by different algorithms or components, in order to

obtain a single consolidated and robust clustering or partition. It utilizes the assignment

information of examples to clusters from the individual partitions to determine the final

consensuated partition. The goal is to leverage the different biases and perspectives of the

individual partitions to arrive at an improved overall clustering. A consensus function is

used to aggregate the individual partitions and evaluate the quality of the final solution.

Overall, consensus process aims to boost robustness, stability, and accuracy by synthesizing

the outputs of diverse clustering approaches on the same data.

There are two main consensus function approaches:

10.2.1 Co-occurrence based approach

“It firstly computes the co-occurrence of objects in the members and then determines their
cluster labels to produce a consensus result. Simply, it counts the occurrence of an object in
one cluster, or the occurrence of a pair of objects in the same cluster, and generates the final
clustering result by a voting process among the objects”.[8]

10.2.2 The median partition approach

This treats the consensus function as an optimisation problem of finding the median

partition with respect to the cluster ensemble. The median partition is defined as“the
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partition that maximises the similarity with all partitions in the clustering ensemble”[8].

11 Properties and Advantages of using ensemble methods

over single clustering algorithms

Some research [98][34][16] has tried to define properties that support using ensemble

clustering methods, but there is no agreement on what those key properties are. This

remains an open question. Defining these properties is difficult because most proposed

properties are hard to prove. Four relevant properties are often cited:

• Robustness: The combination process must have better average performance than

the single clustering algorithms.

• Consistency: The combination result should be very similar to the individual cluster-

ing algorithm results.

• Novelty: The ensemble clustering methods should be able to find solutions that indi-

vidual clustering algorithms cannot reach.

• Stability: The combination result should be less sensitive to noise and outliers than

the individual clustering results.

Consensus clustering also adds some advantages over classical clustering algorithms

• Knowledge reuse: given that the consensus can be computed directly from the par-

tition assignments, previous partitions from the data using the same or different at-

tributes can be introduced in the process.[16]

• Distributed computing: the individual partitions can be obtained independently, so

the computational cost of obtaining the partitions to consensuate can be distributed

in different processes.[16]

• Privacy: only the assignments of the individual partitions are needed for the con-

sensus, so partitions that use attributes with sensitive information do not need to be

shared to obtain the final partition.[16]
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12 Applications of Ensemble Clustering in Text Analysis

Ensemble clustering techniques combine multiple clustering models to improve perfor-

mance on text analysis tasks such as:

• Text classification: Grouping texts into predefined categories or classes. Ensemble

clustering can help improve accuracy of automated text classification by combining

multiple base cluster models.

• Document clustering: Unsupervised grouping of documents into clusters based on

their contents and topics. Ensemble clustering generates more robust document clus-

ters than individual algorithms.

• Sentiment analysis: Identifying and extracting subjective information like opinions,

emotions, and attitudes in text. Ensemble clustering can better capture nuances in

sentiment by merging different clustering views.

• Emotion detection: Ensemble clustering creates superior emotion classifiers by con-

solidating diverse individual models for the detection of emotional states like joy,

sadness, anger, etc expressed in text.

13 Challenges and Future Directions in Ensemble Cluster-

ing

While ensemble clustering has shown promising results in many applications, there re-

main some key challenges and opportunities for future work. Some of the main challenges

include developing efficient methods to generate diverse base clusterings, effectively com-

bining multiple partitions, handling noise and outliers, and scaling ensemble techniques

to large datasets. Additional research is needed to determine optimal ensemble config-

urations for different problem domains. Future directions for ensemble clustering could

include integrating with deep neural networks, active semi-supervised learning, and multi-

view domain adaptation. There is also scope for advances in ensemble clustering of tem-

poral data, multi-model data, and applications in emerging fields like robotics. Tackling

these challenges and innovations will help realize the full potential of ensemble clustering.
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14 Emotion Detection Related Works

Detecting emotions across different modalities, such as face, speech, and text plays a cru-

cial role in understanding human behaviour and enhancing human-computer interaction.

In this section, we’ll delve into a collection of previous works that employ supervised and

unsupervised learning techniques to detect emotions through facial expressions, speech

patterns, and textual content.

14.1 Supervised learning techniques

14.1.1 Text

• The paper [74], presents a sentiment analysis system employing an ensemble of clas-

sifiers to automatically detect emotions in text. The ensemble integrates statistical

and knowledge-based methods, comprising two statistical classifiers (Naïve Bayes

and Maximum Entropy) and a knowledge-based tool that analyses text structure

using a keyword-based approach. Evaluation on various text types, such as news

headlines and social media posts, demonstrates satisfactory performance in emotion

recognition and polarity identification.

• The study in [101] compares three popular ensemble methods (Bagging, Boosting,

and Random Subspace) using five base learners (Naive Bayes, Maximum Entropy,

Decision Tree, K Nearest Neighbor, and Support Vector Machine) for sentiment clas-

sification. Evaluating ten public sentiment analysis datasets, the study conducts 1200

experiments to assess ensemble learning effectiveness. Results demonstrate signifi-

cant performance enhancement over individual base learners, with Random Subspace

showing superior performance. The findings underscore ensemble learning’s viability

for sentiment classification.

• The authors of the article [58] proposes an AI approach for automated emotion detec-

tion, enhancing machine capabilities like chatbots to adapt communication based on

emotional cues. Despite challenges in full automation, machine learning techniques

using conversational text data show promise. Experiments utilized lexicon-based and

classic ML methods (e.g., Naïve Bayes, SVM) and deep learning with neural networks

to build emotion detection models. Neural networks performed well, especially in
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detecting sadness. The top model was integrated into a web app and chatbot, im-

proving human-machine interaction. While showing potential, complete automation

of emotion detection remains a question, requiring further refinement. The paper

also explores philosophical and psychological dimensions of automated emotion de-

tection.

14.1.2 Facial

• The study in [20] illustrates a multi-block deep convolutional neural networks (DCNN)

model which was conceived and implemented to identify facial emotions from virtual,

stylized, and human characters.

• The work in [37] presents a novel Facial expression recognition (FER) framework

using a convolutional neural network (CNN) and soft label that associates multiple

emotions with each expression. The results indicate this method achieves competi-

tive or even better performance (FER-2013: 73.73%, SFEW: 55.73%, RAF: 86.31%)

compared to state-of-the-art methods.

• The work in the paper [33] introduces a novel Multi-Region Ensemble CNN (MRE-

CNN) framework designed for facial expression recognition. The framework en-

hances the learning capacity of CNN models by capturing both global and local

features from multiple sub-regions of the human face. It aggregates weighted pre-

diction scores from each sub-network to generate highly accurate final predictions.

Additionally, the study investigates the impact of different face sub-regions on facial

expression recognition. Evaluation on two widely-used facial expression databases,

AFEW 7.0 [26] and RAF-DB [56], demonstrates that the proposed method achieves

state-of-the-art recognition accuracy.

14.1.3 Speech

• This research [44], focuses on recognizing various emotions from audio speech by

extracting features and utilizing them for emotion classification. Mel Frequency Cep-

stral Coefficients (MFCCs) are employed for feature extraction. Six supervised classi-

fiers, including multilayer perceptron (MLP), Random Forest (RF), AdaBoost, support
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vector machine (SVM), Gradient Boosting (GB), and Hist Gradient Boosting (HGB),

are utilized for classification. A comparative analysis among the classifiers suggests

that Ensemble Method emerges as one of the most effective techniques for emotion

recognition from speech.

• Po-Yuan Shih in [94], proposes to apply ensemble learning methods to neural net-

works to enhance the performance of speech emotion recognition tasks.

• In [109] the authors propose the agglutination of prosodic and spectral features from

a group of carefully selected features to realize hybrid acoustic features for improving

the task of emotion recognition. Experiments were performed to test the effectiveness

of the proposed features extracted from speech files of two public databases and

used to train five popular ensemble learning algorithms. Results show that random

decision forest ensemble learning of the proposed hybrid acoustic features is highly

effective for speech emotion recognition.

14.2 Unsupervised learning techniques

14.2.1 Facial

• For facial expression recognition, the paper[70] uses geometric facial features based

on the positional relationships between 2D facial landmark points. Specifically, it de-

fines eight types of geometric features calculated from the distances, angles and ar-

eas between different landmark point combinations. For the unsupervised clustering

approach, the paper adopts the ensemble clustering technique called cluster-based

similarity partitioning algorithm (CSPA) proposed by Strehl and Ghosh. CSPA inte-

grates multiple "weak" clusters into a single set of "strong" discriminative clusters.

The k-means algorithm is used to generate the weak clusters based on the different

facial feature types.

• The paper [106] proposes a novel hybrid sampling-based clustering ensemble ap-

proach that combines the strengths of boosting and bagging techniques. Boosting is

known to perform well on noise-free data with complex class structures, while bag-

ging is more robust to noisy data. The proposed method extends both boosting and

bagging to clustering tasks. It generates input partitions iteratively through a hybrid

process inspired by boosting and bagging. A novel consensus function is introduced
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to encode the local and global cluster structure of the input partitions into a single

representation. Then, a single clustering algorithm is applied to this representation to

obtain the final consolidated consensus partition. The approach has been evaluated

on 2D synthetic data, benchmark datasets, and real-world facial recognition data.

The results show that the proposed hybrid technique outperforms existing bench-

mark methods across a variety of clustering tasks, leveraging the advantages of both

boosting and bagging.

14.2.2 Video

The authors of the paper [61] proposes a novel method to cluster YouTube videos into

six emotion categories: angry, disgust, happy, horror, sad, and surprise. Previous studies

have only categorized web videos based on the default categories provided by websites like

YouTube. The motivation is to improve video search results by categorizing videos based

on the emotions they evoke, which has not been explored before. The approach involves

collecting data from YouTube videos, using word embedding techniques to transform the

video content into vectors, and then employing a clustering algorithm on these vectors to

group the videos into the six emotion categories. A clustering ensemble method is used

to obtain the final clustering results. The performance of this proposed method is com-

pared against a state-of-the-art technique, Term Frequency-Inverse Document Frequency

(TF-IDF) based on the Vector Space Model, on a benchmark dataset for web video analysis.

The results demonstrate that the best performance is achieved by applying the clustering

ensemble approach, reflecting the feasibility of clustering web videos into suitable emotion

categories.

14.2.3 Text

The proposed approach in the research presented in [64] involves the development and

evaluation of an ensemble clustering method for automatic labelling of text data accord-

ing to the Ekman emotional model, specifically focusing on the Algerian dialect derived

from Twitter. The method combines multiple clustering algorithms to produce a single

prediction, leveraging a pre-trained BERT model [24] designed for multilingual text rep-

resentation, including Arabic dialects. By integrating ensemble clustering techniques with

BERT, the approach aims to accurately capture the nuanced emotions expressed in Algerian
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tweets.

We have thoroughly reviewed the literature for related works on unsupervised approaches,

particularly in text analysis, but it appears we have encountered a significant gap. There

is a noticeable lack of studies investigating unsupervised methods for emotion detection in

text data. Consequently, we propose to address this area with our own research. We aim

to develop an unsupervised approach for emotion detection, utilizing ensemble clustering

techniques and a pre-trained BERT model for multilingual text.

15 Conclusion

In conclusion, this chapter highlighted significant advancements in text clustering and

emotion detection from social media data. It demonstrated that ensemble learning meth-

ods, which leverage multiple models, offer superior performance. The analysis of various

clustering algorithms emphasized the importance of diversity and consensus in improving

accuracy. These findings enhance the field of emotion detection and lay a foundation for

future research to refine these techniques further. In the following chapter, we will illus-

trate the design and implementation of our work within the realm of emotion detection,

employing clustering ensemble techniques.
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Conception And implementation

1 Introduction

X holds a prominent position among social media platforms, offering a valuable reposi-

tory of data that attracts the attention of analysts and researchers worldwide. Its brevity of

tweets makes it particularly appealing for studies focused on emotion detection and sen-

timent analysis. In the context of this rich landscape, our initiative aims to extend and

enhance the existing work on emotion detection from Algerian dialectical tweets, while

also exploring the English-language data processing in the same context.

Our research builds upon the foundation established by previous efforts in extracting emo-

tions from Algerian dialectical tweets. While we acknowledge the significance of this prior

work, our focus lies squarely on advancing the methodology, particularly in the domain

of ensemble clustering. In the field of ensemble clustering, the generation step emerges

as the focal point of our investigation. By refining and enhancing this crucial stage, we

aim to unlock deeper insights into the emotional fabric woven within Algerian dialectical

tweets.In parallel, we make a special interest to the English-language data processing.

In this chapter, we will illustrate the various steps of the conception and implementation

of our work witch realise our contribution within the context of emotion detection using

clustering ensemble techniques.

46
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2 Conception

Emotion detection from textual data is a multifaceted process that involves several cru-

cial steps, from data collection and preprocessing to the application of advanced machine

learning models for accurate emotion.

In Figure 4.1 , we present a visual representation of the sequential steps involved in

our methodology, illustrating the flow of data from collection to preprocessing and model

application. This diagram serves as a guide to understanding the systematic approach

adopted in our study and highlights the integration of various techniques and technologies

for effective emotion detection from textual data.

Figure 4.1: Basic steps of Emotion Detection in our work

2.1 Collect data

In recent years, the study of emotion detection from textual data has gained significant

traction due to its potential applications in sentiment analysis, and customer feedback anal-

ysis, however, gathering diverse and representative datasets for training emotion detection

models poses a considerable challenge.
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To address this challenge, researchers often turn to various sources that provide databases

containing textual data. In our study, we focused on leveraging two prominent sources: the

Twitter API and Kaggle. These platforms offer access to vast repositories of text data, en-

compassing a wide range of topics, and languages,

2.1.1 Twitter API

The Twitter API [103] offers access to X’s public data via its Application Programming

Interface (API). This interface comprises a series of programmatic endpoints enabling users

to engage with X’s platform. Through the Twitter API, developers can access a variety of

data, including tweets, user profiles, spaces, direct messages, lists, trends, media, and

locations.

2.1.2 Kaggle

Kaggle [50] is renowned as the largest data science community globally, providing ro-

bust tools and resources tailored to assist individuals in accomplishing their data science

objectives. Within Kaggle, users have access to a customizable Jupyter Notebooks envi-

ronment that requires no setup. Additionally, Kaggle offers the utilization of GPUs at no

expense, along with an extensive repository containing data and code contributions from

the community.

2.2 Data preprocessing

The preprocessing is a process that comprises several tasks distributed across multiple

phases as illustrated in figure 4.2.

1. Removing Duplicate Letters: This step helps to normalize words with repeated let-

ters by limiting the repetition to a maximum of two consecutive occurrences.

2. Text Cleaning: Cleaning the text is essential for maintaining consistency and enhanc-

ing input data quality. Depending on the specific task at hand, this process entails

eliminating special characters, punctuation, numbers, URLs, mentions, stock market

tickers, and outdated retweet indicators. Additionally, for Arabic text, diacritics, let-

ter elongation, and Arabic question marks are removed to ensure data integrity and

uniformity.
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3. Removing Hashtags: A hashtag consists of letters, numbers, and/or emojis preceded

by the: # symbol. These hashtags serve to categorize or tag content, enhancing its

visibility. Thus, they contain pertinent information useful for our task. Consequently,

we simply removed the # symbol and retained the associated words.

4. Formatting: This step involves removing new line characters, replacing underscores

with spaces, and removing extra spaces.

5. Lowercasing: Changing the text to lowercase ensures uniformity and prevents the

model from distinguishing between the same word in various cases as distinct entities.

6. Removing Stop Words: Stop words are common words in a language that carry lit-

tle meaningful information, such as articles, prepositions, and conjunctions. These

words are typically removed from text data before further processing or analysis,

as they can introduce noise and reduce the effectiveness of machine learning mod-

els. In our data, we first tokenize the tweet text into individual words using the

word_tokenize function from the Natural Language Toolkit (NLTK) library. Then,

we create a set of Arabic stop words using the stopwords.words(’arabic’) or stop-

words.words(’english’) function, which retrieves a list of stop words from the NLTK

corpus for the Arabic or English language. Finally, we create a new string by joining

the words from the tokenized tweet, excluding those that are present in the set of

Arabic or English stop words.

After experimenting with the removal of stop words, we found that it resulted in

significantly worse performance. Therefore, we decided not to remove stop words in

our preprocessing step.
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Figure 4.2: Basic steps of data preprocessing stage

2.3 BERT (Bidirectional Encoder Representations from Transformers)

In our work, we leverage tokenization and embedding techniques. Tokenization involves

breaking down text into individual units (tokens), such as words or subwords, which BERT

then processes. Embedding refers to the representation of these tokens in a continuous

vector space, capturing their semantic meaning and relationships.

The key innovation of the BERT model [22] lies in its use of a bidirectional trans-

former encoder, enabling it to assimilate context from both directions simultaneously. As

illustrated in Figure 4.3, BERT captures intricate word relationships within sentences by

utilizing the efficient and parallelizable transformer architecture. Pre-trained on extensive

text sources such as Wikipedia (2,500M words) and BookCorpus (800M words), BERT ex-

cels in understanding language nuances due to its training on diverse tasks like masked

language modeling and next sentence prediction.
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Figure 4.3: Bert Architecture [22]

2.3.1 Tokenization

Tokenization holds paramount importance in our work with BERT as it serves as the

foundational preprocessing step in natural language processing tasks. By converting raw

text data into a series of tokens, we enable BERT to effectively capture and understand

linguistic nuances. The specialized tokenization strategy we employ ensures the efficient

representation of textual information, facilitating robust language understanding and mod-

eling with BERT.
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Figure 4.4: Token ID

2.3.2 Generating Embeddings

In our process, generating embeddings involves converting input text into compact vec-

tor representations known as embeddings. These embeddings encode the contextual sig-

nificance of words and their associations within a sentence. Token IDs play a pivotal role

by serving as inputs into the BERT model. The primary output of BERT consists of contex-

tualized embeddings for the input tokens, which encapsulate essential contextual details.

These embeddings are versatile and can be used as inputs for various tasks.

Figure 4.5: Embeddings [17]

When utilizing BERT, it is generally unnecessary, and even discouraged, to conduct ex-

tensive preprocessing tasks like stop word removal or lemmatization. This is because BERT,

being a pre-trained model, is specifically engineered to capture the contextual nuances of

words and subwords within a sentence.
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Figure 4.6: Extract Key Words and Omit Stop Words

2.4 Dimensionality Reduction

Many datasets contain a vast array of features, leading to complications such as height-

ened computational demands, model overfitting, and challenges in data visualization. To

address these issues, we utilize Principal Component Analysis (PCA) . This technique is

widely employed technique for reducing the dimensionality of the data. Its objective is

to identify the directions, termed principal components, along which the data exhibits

the greatest variability. Subsequently, the data is projected onto a subset of these princi-

pal components, thereby alleviating the aforementioned challenges associated with high-

dimensional datasets.

2.5 Ensemble Clustering

Ensemble clustering involves creating a set of diverse and accurate base clusterings or

partitions from the given data.There are different methods to create an ensemble cluster-

ing. One common approach is to use Generation mechanisms. we are particularly inter-

ested in exploring this step by employing clustering on different object representation and

different clustering algorithms and using the same algorithm with varied initializations or

parameter settings.

2.5.1 Different Object Representation

In this mechanism, our focus revolves around handling both emojis and keywords to

refine the emotional analysis of textual data. By addressing these two components, we aim

to provide a more comprehensive understanding of the emotions conveyed within the text.
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a. Emoji Handling : an emoji is a small digital image or icon typically used in elec-

tronic communication to express an idea, emotion, or concept. They are commonly used in

messaging apps, social media platforms, and other forms of digital communication to add

visual context and convey feelings or reactions in text-based conversations.

Eliminating an emoji from an emotion detection task is not the best course of action.

Instead, we treat emojis in multiple ways to optimize the detection of the emotion present

in the text.

Method 1: Replace emojis with their description using a python package (emoji):

Figure 4.7: Emojis description.

Method 2: We streamline the process by condensing a list of emojis conveying the same

emotion into a single emoji through an emoji map sourced from PiliApp [76] and Emoji-

pedia [30]. Then, we apply two different techniques to represent the six basic emojis.

Figure 4.8: Handling emojis with emoji map.
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• In the first technique, we carefully substitute the resultant emoji with its correspond-

ing meaning.

Figure 4.9: Replace the emoji with its mean-
ing(Arabic data).

Figure 4.10: Replace the emoji with its meaning
(English data).

• In the second technique, we transform the emoji into its corresponding textual de-

scription, utilizing the demojize function from the emoji library

Figure 4.11: The six basic emojis with their descriptions.

Method 3

• Initially, we devised a function named ‘extract all emojis‘, This function extracts

emojis also ensures that duplicates are removed while retaining their original order.

• Progressing to the classification phase, we established a new function called ‘classify

emojis‘, tasked with categorizing the extracted emojis into predefined target emojis.

• Within the classification function, we initialized a dictionary to store the classified

emojis. We then computed the Euclidean distances between the extracted emojis

and the target emojis, relying on their Unicode points. For each extracted emoji, we

determined the nearest target emoji and assigned it to the corresponding class in our

‘emoji classifications‘ dictionary.
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b. Extracting Affect Words :certain words convey emotions more strongly than others.

However, let’s take the sentence "Wafa received many new toys for her birthday" as an ex-

ample. While the words "new," "toys," and "birthday" may not seem particularly emotional

on their own, when combined, they evoke a sense of happiness.

We streamline the process by condensing a list of words conveying the same emotion

into a single word through a keywords map sourced from the NRC Emotion Lexicon.

Notably, the NRC Emotion Lexicon encompasses an extensive collection of 14154 keywords

for each emotion. To manage this vast dataset effectively, we divide it into three partitions.

With each iteration, we progressively integrate a new partition into the existing framework,

meaning that the content of the first partition is included in partition 2, and the content of

the second partition is included in partition 3.

Figure 4.12: Sample Representative word set (English data).

Figure 4.13: Sample Representative word set (Arabic data).

Note : it is important to note that in our analysis of Arabic data, we employed the mech-

anisms using both English and Arabic keywords. This approach is particularly crucial be-

cause the Arabic data, specifically in the Algerian dialect, encompasses multiple languages.

By doing so, we can more effectively manage the linguistic diversity and accurately capture

the emotional nuances present in the multilingual Algerian context.
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2.5.2 Different clustering algorithme

In this mecanism, we focus on combining multiple clustering algorithms, specifically k-

means, Gaussian mixture models, and agglomerative clustering to enhance the emotion

detection of textual data. By leveraging the strengths of different algorithms, we aim

to improve the accuracy and robustness of emotion detection. This mecanism allows us

to better capture the nuances and complexities of emotions in text, leading to a more

comprehensive understanding of the underlying emotional content.

Let’s examine the reasoning behind choosing these algorithms. We’ll highlight the spe-

cific factors that influenced our selection:

a. K-means Clustering:

• Efficient and Simple: Ideal for large datasets, helping categorize emotions

clearly.

• Centroid-Based: Captures spherical clusters of similar emotions.

b. Gaussian Mixture Models (GMM):

• Flexible: Models clusters of various shapes, capturing subtle emotional varia-

tions.

• Soft Clustering: Reflects overlapping emotions by allowing data points in mul-

tiple clusters.

c. Agglomerative Clustering:

• Hierarchical: Provides detailed views of emotional groupings.

• Adaptive: No need for a predefined number of clusters, suitable for diverse

emotions.

2.5.3 Different parameter initialization

In this mechanism, we focus on exploring different parameter initialization methods for

clustering algorithms to enhance the emotion detection of textual data. We have applied

this mechanism specifically to k-means and Gaussian mixture models (GMM) to examine

the effects of various initialization techniques on these algorithms.
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2.6 Evaluation Metrics

Clustering serves as a method to identify similarities among data points lacking prede-

fined class labels. It partitions the data into multiple clusters, ensuring that data points

within the same cluster exhibit higher similarities compared to those in different clusters.

As clustering operates within unsupervised learning, it lacks inherent means to validate

model accuracy. To address this limitation, various methods have been devised, including:

internal evaluation, external evaluation and manual evaluation.

In our study, we employ internal metrics to assess the performance of clustering al-

gorithms. These metrics allow us to evaluate the quality of clusters formed by algorithms

without relying on external class labels. Internal metrics provide valuable insights into

the effectiveness of clustering techniques by analyzing the cohesion and separation of data

points within clusters. Some common types of internal metrics that we consider include:

2.6.1 Silhouette Coefficient

The silhouette coefficient is calculated for each data point using mean intra-cluster distance

and mean inter-cluster distance.[100]

SilhouetteCoefficient =
b− a

max(a, b)

a = mean distance between the current data point and all other data points in the same

cluster.

b = mean distance between the current data point and all other data points in the next

nearest cluster.

The silhouette coefficient varies between -1 to 1, with -1 indicating that the data point

isn’t assigned to the right cluster, 0 indicating that the clusters are overlapping, and 1

indicating that the cluster is dense and well-separated.

The closer the value is to 1, the better the clustering method.

2.6.2 Davies-Bouldin Index

Davies-Bouldin Index [100] can be calculated as follows:

Davies−BouldinIndex =
1

c

c∑
i=1

max
j ̸=i

σi + σj

d(ci, cj)
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where c is the number of clusters, σi is the dispersion of cluster i, σj is the dispersion of

cluster j, and d(ci, cj) is the distance between the centroids of clusters i and j.

In practice, lower DBI values indicate better clustering performance, whereas higher

values indicate poorer performance.

2.6.3 Calinski-Harabasz Index (CHI)

Calinski-Harabasz Index [100] (also called variance ratio criterion) is the ratio between

between-cluster dispersion and within-cluster dispersion for all clusters.

Calinski−HarabaszIndex =
trace(Bc)

trace(Wc)
∗ nE − c

c− 1

where, c is the number of cluster, nE is the size of dataset E, and trace (Bc) is the

trace of between-cluster (inter-cluster) dispersion matrix, and trace(Wc) is the trace of

within-cluster (intra-cluster).

higher values indicate better-defined clusters and thus better clustering performance,

while lower values indicate the opposite.

3 Implementation

In this section, we provide a concise overview of the programming environment and lan-

guage employed in building our system. Furthermore, we delve into the implementation

intricacies of various components within our system, offering a comprehensive understand-

ing of its development process.

3.1 Programing Environment

To develop our system, we utilized a variety of tools. In the following section, we out-

line and define the materials and resources employed at each stage of our process. This

includes the specific software, libraries, and methodologies that facilitated the execution

and optimization of our work. By detailing these tools, we aim to provide a comprehensive

overview of the technical foundation supporting our system’s development and implemen-

tation.
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3.1.1 Google Colaboratory

we utilized Google Colaboratory [39] (Google Colab), a cloud-based platform that offers

a robust environment for Python coding and data analysis. Colab’s key features include

cloud accessibility, seamless integration with Google Drive, pre-installed popular libraries,

and free access to powerful GPUs and TPUs. Its collaborative capabilities and interactive

coding environment facilitated efficient development and experimentation. These features

made Google Colab an indispensable tool for optimizing and implementing our project.

3.1.2 Python language

Python [78] was essential in developing our system due to its versatility, simplicity, and

robust library ecosystem. Its readability and ease of use accelerated our development pro-

cess, while libraries such as NumPy, pandas and scikit-learn provided powerful tools for

data manipulation, machine learning, and deep learning. Python’s widespread use in the

scientific and data analysis communities ensured strong support and extensive resources,

making it the ideal choice for our project.

3.1.3 Scikit-learn

Scikit-learn [73] is a powerful Python library widely used for machine learning and data

analysis. It provides simple and efficient tools for data mining and data analysis, built on

top of NumPy, SciPy, and matplotlib. Scikit-learn offers a range of supervised and unsu-

pervised learning algorithms, including clustering, regression, and classification. Its easy-

to-use interface and well-documented code make it an ideal choice for both beginners and

experienced practitioners in developing robust machine learning models and performing

complex data analysis tasks.

3.1.4 NumPy

NumPy [40], short for Numerical Python, is a fundamental library for scientific comput-

ing in Python. It provides support for large multi-dimensional arrays and matrices, along

with a collection of mathematical functions to operate on these arrays efficiently. NumPy

is essential for performing numerical calculations, linear algebra, Fourier transforms, and

random number generation. It serves as the backbone for many other scientific computing
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libraries in Python, such as SciPy, pandas, and scikit-learn, by enabling high-performance

operations on large datasets.

3.1.5 Pandas

Pandas [60] is a powerful and versatile data manipulation library in Python, designed

for handling and analyzing structured data. It provides data structures like Series (one-

dimensional) and DataFrame (two-dimensional) that make it easy to manage, clean, and

analyze data. Pandas excels in data manipulation tasks, including data cleaning, transfor-

mation, and aggregation, making it a favorite tool for data scientists and analysts. With

its intuitive syntax and robust functionality, Pandas simplifies tasks like merging datasets,

handling missing data, and performing complex data operations, thereby streamlining the

data analysis workflow.

3.1.6 Matplotlib

Matplotlib [59] is a versatile Python library for creating high-quality visualizations, in-

cluding line plots, scatter plots, histograms, and more. It offers extensive customization

options and integrates seamlessly with other Python libraries like NumPy and Pandas. With

Matplotlib, users can generate static, animated, and interactive plots to effectively visualize

data in scientific computing, data analysis, and machine learning projects.

3.1.7 NLTK

NLTK [13], or Natural Language Toolkit, is a powerful Python library designed for work-

ing with human language data. It provides easy-to-use interfaces to over 50 corpora and

lexical resources, along with a suite of text processing libraries for tasks such as tokeniza-

tion, stemming, tagging, parsing, and classification. NLTK is widely used in various natural

language processing (NLP) applications, including sentiment analysis, machine translation,

and information retrieval.
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3.2 Tweets Tokenization and Embedding

Now, we will explain our method for converting text data into numerical form. For emo-

tion detection, we selected the BERT Multilingual Base Model from the popular Hugging

Face platform, which is a type of Transformer model.

3.2.1 Hugging face

Hugging Face [31] is an artificial intelligence company and an open-source community

that specializes in natural language processing (NLP) technologies. The company pro-

vides a comprehensive platform and library for developing and deploying machine learn-

ing models, particularly those based on transformers, which are advanced architectures

for NLP tasks. Hugging Face is widely known for its Transformers library, which includes

pre-trained models for a variety of languages and tasks such as text classification, senti-

ment analysis, translation, and question answering. The platform aims to make NLP more

accessible and easier to integrate into applications by offering tools, datasets, and model

hubs that support cutting-edge research and development.

3.2.2 Sentence Transformer

This framework [82] offers a simple way to generate dense vector representations for

sentences, paragraphs, and images. The models, built on transformer networks such as

BERT, RoBERTa, and XLM-RoBERTa, deliver state-of-the-art performance across various

tasks. Text is embedded into vector space, ensuring that similar texts are positioned closely

together, facilitating efficient retrieval using cosine similarity.

3.2.3 Transformers

Transformers [83] offers APIs that allow you to quickly download and apply pretrained

models to your text data, fine-tune them on your own datasets, and share them with the

community via our model hub. Additionally, each Python module defining a model archi-

tecture is completely standalone and can be easily modified for rapid research experiments.
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3.2.4 BERT Multilingual Base Model

BERT [24] is a transformers model pretrained with two objectives: masked language

modeling (MLM) and next sentence prediction (NSP). MLM enables the model to learn

bidirectional representations of sentences,while NSP predicts whether two sentences follow

each other. These sentence pairs can be either consecutive sentences from the original

text or unrelated ones, enhancing the model’s understanding of sentence relationships.

The figure below present the used python script to import and initialize the Bert based

tokenazation model.

Figure 4.14: Imports and initializes BERT-based model and tokenizer.

When utilizing the ‘AutoTokenizer‘ class, tokenization is further optimized through the

utilization of a pretrained model specifically engineered to handle multilingual text while

preserving casing information. This ensures that BERT can effectively process text from

diverse linguistic contexts.

Figure 4.15: Tokens Embedding.

The ‘encode()‘ method plays a pivotal role in the BERT encoding process by transform-

ing raw text inputs into symbolic sequences represented as integers. This method not only

generates token sequences from the model’s vocabulary but also incorporates special to-

kens such as ‘[CLS]‘ and ‘[SEP]‘. The ‘[CLS]‘ token, positioned at the beginning of the
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sequence, indicates the start of a classification task, guiding the model to process input

for classification purposes. Conversely, the ‘[SEP]‘ token is utilized to delineate different

segments within the input text, marking the end of a segment or sentence. Additionally,

the ‘encode()‘ method manages padding, ensuring uniformity in sequence length across

inputs within a batch.

3.3 Dimensionality Reduction

The output shape of the Bert model was (4134, 768) for Arabic data and (10017, 768) for

English data. This size, being relatively large, poses challenges during the clustering step.

To address this, we utilized PCA to effectively reduce dimensionality while preserving as

much variance as possible. This approach enables us to maintain a compact representation

of the data without sacrificing crucial patterns or structures.

Figure 4.16: PCA Tweets Embedding Dimensionality Reduction.

3.4 Ensemble Clustering

We utilized our original data after reducing their dimensions in the previous step. The

Figure 4.17 represents our ensemble clustering class, where we’ve defined three main func-

tions (‘__init__()‘, ‘fit()‘, and ‘predict()‘). In ‘__init__()‘, we specify parameters such as
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the number of data splits, the cluster number, and the estimators that will contain the mod-

els fit. The ‘fit()‘ function integrates the clustering algorithm models. Notably, the number

of splits also serves as a parameter in the ‘for‘ loops, indicating the frequency of algorithm

runs. In ‘predict()‘, a majority voting technique is employed to choose the final prediction

from the ensemble of models.

Figure 4.17: Ensemble clustering class.

We instantiate an object from the ensemble clustering class, employing the specified

parameters: six clusters and 22 splits. The subsequent demonstration, as depicted in Figure

4.18, showcases the application of our ensemble clustering approach to the provided data,

including the labeling prediction process.
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Figure 4.18: Create instance of ensemble clustering class and fit the data.

3.5 Analysis of English Data

In this section, we will present the English data analyze using ensemble clustering tech-

niques . Starting with an overview of the dataset and its features, followed by the prepro-

cessing steps taken to clean and prepare the data. Next, we will present the results of our

analysis including a discussion interpreting these findings.

3.5.1 Dataset

The features of textual data, essential for emotion detection, profoundly influence the

accuracy and efficacy of our analysis, particularly considering the differences between En-

glish and Arabic datasets. In the subsequent sections, we introduce the specific features of

the English data.
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• The Figure 4.19 illustrating key features of the English data, showcasing word count,

emoji distribution, and specific emoji occurrences.

Figure 4.19: Exploring English Data Features: Insights into Emojis.

Note : on the one hand ,our analysis focuses on handling emojis, despite the data

showing that the number of emojis is significantly less than the number of words . However,

it’s important to recognize that the impact of emojis is substantial. A single emoji can

effectively express an emotion that would otherwise require a set of words. This highlights

the importance of considering emojis in our emotional analysis, as their ability to convey

complex emotions concisely enhances our understanding of emotional expressions within

the dataset.

In addition to emoji distribution, We extracted emotion words counts directly from the

original English data:

• Emotion words from original English data: {’angry’: 157, ’disgust’: 22, ’happy’: 454,

’fear’: 82, ’sad’: 235, ’surprise’: 56}

The analysis also reveals the prevalence of specific emotions within the English data by

keywords identified and their respective frequencies documented:

• Keywords for angry = 5058

• Keywords for happy = 4147
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• Keywords for sad = 4707

• Keywords for surprise = 22097

• Keywords for disgust = 6425

• Keywords for fear = 4521

3.5.2 Preprocessing

To implement the preprocessing steps outlined in our conception, we utilized several

packages. We will now discuss some of them, along with detailing some of the functions

we used from each, as shown in Figure 4.20.

• Emoji: The “emoji” package [52] is a Python library that allows for easy handling

and manipulation of emojis in text, enabling the addition, removal, and conversion

of emojis within strings.

• RegEx: Regular Expression [10] is a powerful tool used for pattern matching and

manipulation within strings. It allows for searching, replacing, and extracting spe-

cific patterns of text, making it essential for tasks involving text processing and data

validation.
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Figure 4.20: Script of Pre-processing Functions.

Figure 4.21: Read and Clean the Data.

3.5.3 Results and discussion

In this section, we present the results of various ensemble clustering mechanisms. Each

approach involves creating diverse base clusterings through different object representa-

tions, clustering algorithms, and varied initializations or parameter settings. The following

subsections detail the outcomes of these mechanisms, highlighting their effectiveness.

1. Results of different object representations : In Table 4.1 , we explore the results

of using different object representations with KMeans clustering ensembles. The parame-

ters used for these ensembles are:
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Kmeans clustering ensemble : (n clusters=6, n splits=22) [KMeans(n clusters=6,in

t=’k-means++’, n init=10, random state=42)]

Note:

• K1 : 4718 words,

• K2 : 9436 words,

• K3 : 14154 words.

• S : Silhouette Score,

• C : Calinski-Harabasz Score,

• D :Davies-Bouldin Score

Table 4.1: Result of KMeans clustering ensembles in English data

Techni- Silhouette Calinski-Harabasz Davies-Bouldin
ques Score Score Score

Keywords
K1 0.63551307 14652 .3331413960 3.1925711155368304
K2 0.8201926 91745.62641078627 0.3754570366450628
K3 0.6870811 29289.441086531213 0.7335313983006653

Emojis
description (D)

D 0.50868887 48407.27635915183 0.7517529256552749
D+K1 0.7347591 130015.38021253291 0.5638244511469562
D+K2 0.10922659 869.2569332902694 1.4192646688518427
D+K3 0.73475957 130015.62212919841 0.5638228414703661

Emojis map
& meaning (M)

M 0.68193233 48837.38576467099 0.6436907611831766
M+K1 0.7980847 74165.40388417376 0.4885577464721909
M+K2 0.06491469 817.1375810723973 2.4746329587585048
M+K3 0.79808414 74165.220743793 0.4885585394739304

Emojis map
& description (MD)

MD 0.5086886 484007.22746450475 0.751752863345457
MD+K1 0.734759 130015.56119457242 0.5638224208493109
MD+K2 0.10922663 869.256640416271 1.419264762233445
MD+K3 0.7347591 130015.32629849388 0.5638230763300406
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The Silhouette Scores for Keywords (K1, K2, K3) alone are relatively good, indicat-

ing decent clustering quality. However, combining Keywords with other techniques often

results in even better clustering performance. For example, the Silhouette Score for K1

alone is 0.63551307, but it increases to 0.7347591 with D+K1, 0.7980847 with M+K1,

and 0.734759 with MD+K1. Among these combinations, the best results are achieved with

Emojis map & meaning (M) combined with Keywords, as seen with the highest Silhouette

Score of 0.7980847 for M+K1. This suggests that integrating Keywords with other method-

ologies, particularly emoji map & meaning, significantly enhances clustering performance

with k-means ensemble clustering.

In our pursuit of achieving optimal results across various object representations, we

applied ensemble clustering using two distinct algorithms: Agglomerative Clustering and

Gaussian Mixture Models (GMM). These algorithms were specifically applied to the best-

performing results obtained from Table 4.1.

For Agglomerative clustering ensemble : (n clusters=6, n splits=22) [Agglomerative

(n components=6,linkage = ‘ward’)].

For Gaussian Mixture Models clustering ensemble : (n clusters=6, n splits=22)

GMM (n components=6, covariance type=’diag’).
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Table 4.2: Ensemble clustering using Agglomerative and GMM in English

Technique Metrics GMM Agglomerative
K2 S 0.21689884 0.80711025

C 1293.23298 82095.06365
1595158 364435

D 4.17938973 0.43821283
8257317 64154188

D+K3 S 0.18308505 0.74913967
C 1090.5840789 155886.54930

787251 238615
D 1.293776685 0.48956845

1095973 0981449
M+ K1 S 0.5722231 0.7871192

C 13944.01990 62672.508411
8610948 550356

D 1.122246204 0.442249029
9973974 9139839

MD+K1 S 0.3553664 0.79646826
C 3971.337859 77762.77730

7081446 348012
D 1.54590088 0.40841224

02890442 88633794

The Table 4.2 demonstrates that Agglomerative clustering outperforms GMM across

all techniques. The higher Silhouette Scores and Calinski-Harabasz Scores, alongside the

lower Davies-Bouldin Scores, confirm that Agglomerative clustering forms more coherent

and distinct clusters compared to GMM. The exceptional Silhouette Score of 0.80711025

for the K2 technique with Agglomerative clustering underscores the algorithm’s robustness

and effectiveness in ensemble clustering tasks.
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In Figure 4.22, we present the results of Method 3, which yielded suboptimal solutions.

Consequently, we opted not to incorporate it into our ensemble clustering approach.

Figure 4.22: Result of method 3.

2. Results of different clustering algorithms : In Table 4.3, we present the results

of using different clustering algorithms with specified parameters to create ensemble clus-

terings. These algorithms were specifically applied to the best-performing results obtained

from the different object representation mechanisms. The parameters for these ensembles

are n clusters=6 and n splits=22. We employed the following combinations:

a. Ensemble k-means, mixture, and agglomerative clustering: - GMM (n compo-

nents=6, covariance type=’diag’) - KMeans (n clusters=6, init=’k-means++’, ran-

dom state=42) - Agglomerative (n components=6, linkage=’ward’)

b. Ensemble k-means and agglomerative clustering: - KMeans (n clusters=6, init=’k-

means++’, random state=42) - Agglomerative (n components=6, linkage=’ward’)

c. Ensemble k-means and mixture clustering: - GMM (n components=6, covariance

type=’diag’) - KMeans (n clusters=6, init=’k-means++’, random state=42)

d. Ensemble mixture and agglomerative clustering: - GMM (n components=6, co-

variance type=’diag’) - Agglomerative (n components=6, linkage=’ward’)
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Table 4.3: Result of Ensemble clustering in Engilsh data

Technique Metrics Ensemble of
3 Algorithme

K-means+
Agglomera-
tive

KMeans+
Gaussian

Gaussian+
Agglomera-
tive

K2
S 0.8082085 0.80820864 0.011694864 0.80820876
C 79735.94 79736.031 920.8410 79736.5010

280219184 53231436 284863651 7745678
D 0.3684250 0.3684243 2.9568584 0.36842543

721751218 4308936906 45295924 818738943

D+K3
S 0.7274913 0.7815624 0.6019943 0.72749186
C 130331.28 84398.430 62697.651 130331.459

169056919 14381525 13988638 96157857
D 0.5378197 0.4947964 0.4661196 0.537816976

632860099 9837330358 4089581764 7942383

M+K1
S 0.5369295 0.7792044 0.71646714 0.7792044
C 14061.808 63916.362 32581.244 63915.18997

378101427 947283305 80022501 27321
D 1.31400280 0.4569729 1.2430605 0.456977362

0527694 055382892 487306219 4310516

MD+K1
S 0.77386034 0.78156227 0.77142 0.78156227
C 51658.502 84398.3933 55432.819 84398.32007

12584226 3180367 606339435 944134
D 0.5199250 0.49479724 0.52894480 0.494797308

944519281 51307691 89657653 73461497

It is evident that the combination of K-means+Agglomerative consistently performs

well across various metrics. However, the highest specific result achieved is 0.80820876,

which comes from the Gaussian+Agglomerative technique. This result is only marginally

better than the best result obtained from the K-means +Agglomerative combination, in-

dicating that while the Gaussian+Agglomerative combination slightly outperforms in this

instance, the K-means+Agglomerative method remains a robust and reliable choice overall.

3. Results of different parameter initialization : In Table 4.4, we delve into the results

obtained by employing various parameter initializations in ensemble clustering. These ap-

proaches were specifically applied to the method yielding the best results among different

clustering algorithms. Additionally, we introduced other methods to further enhance our

analysis. The parameters for these ensemble methods remain consistent, with n clusters=6
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and n splits=22. The following combinations were employed:

a. Ensemble 2-KMeans and GMM

KMeans (n clusters=6, init=’k-means++’, random state=42),

GMM (n components=6, covariance type=’diag’),

KMeans (n clusters=6, init=’center’, random state=42).

b. Ensemble 2-Agglomeratives and GMM

Agglomerative (n components=6,linkage=’ward’),

GMM (n components=6,covariance type=’diag’),

Agglomerative (n components=6, linkage=’complete’).

Table 4.4: Results of different parameter initialization in English

Technique 2 k-means + GMM 2 Agglomerative + GMM

K2
S 0.8202998 0.5521399
C 93012.11590289751 8362.180473101296
D 0.3782209000635028 0.8169632690347536

D+K3
S 0.773124 0.08492206
C 108928.95911914934 3677.653047998628
D 0.5156521856574553 2.4402174540779726

M+K1
S 0.78001547 0.7236625
C 67938.16761191162 35752.00288181489
D 0.5056122373862173 0.43095700666584946

MD+K1
S 0.7917687 0.29623052
C 89848.14489537146 3863.037036765572
D 0.4977722971592023 1.2277845738242374

It is clear that the "2 K-means + GMM" combination consistently outperforms the "2 Ag-

glomerative + GMM" combination. Specifically, the highest score achieved is 0.8202998,

obtained from the "2 K-means + GMM" method. This indicates a significant improvement

in clustering performance compared to the best result from the "2 Agglomerative + GMM"

combination, which is 0.5521399.The "2 K-means + GMM" technique not only yields the

highest score but also shows robust performance across various metrics, making it a supe-

rior choice for clustering in this context.
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3.6 Analysis of Arabic Data

In this section, we analyze the Arabic data using ensemble clustering techniques . We

start with an overview of the dataset and its features, followed by the preprocessing steps

taken to clean and prepare the data. Next, we present the results of our analysis and

conclude with a discussion interpreting these findings.

3.6.1 Dataset

We will explore the distinct characteristics of the Arabic dataset, highlighting its unique

features and their contributions to our analysis. It’s important to note that Arabic (Algerian

dialect) presents notable differences compared to English, which can significantly influence

the outcomes of our study.

☞ The Figure 4.23 illustrating key features of the Arabic data, showcasing word count,

emoji distribution, and specific emoji occurrences.

Figure 4.23: Exploring Arabic Data Features: Insights into Emojis.

☞ In addition to emoji distribution, We extracted emotion words counts directly from

the original Arabic data:

– Emotion words from original arabic data: {’surprised’: 0, ’sad’: 0, ’fear’: 0,

’happy’: 25, ’disgust’: 0, ’angry’: 0’}
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☞ The analysis also reveals the prevalence of specific emotions within the Arabic data by

English and Arabic keywords identified and their respective frequencies documented:

Arabic keywords:

– Keywords for angry = 24

– Keywords for happy = 14

– Keywords for sad = 9

– Keywords for surprise = 2297

– Keywords for disgust = 10

– Keywords for fear = 26

English keywords:

– Keywords for angry = 0

– Keywords for happy = 25

– Keywords for sad = 7

– Keywords for surprise = 1

– Keywords for disgust = 0

– Keywords for fear = 0

3.6.2 Preprocessing

To implement the preprocessing steps for the Arabic data, we utilized the same packages

as for the English data, with an additional package specifically for handling Arabic text. We

will now discuss this package, and detail the functions we used from it.

• PyArabic :[2] is a Python library tailored for managing Arabic text, offering func-

tionalities like text normalization, stemming, and tokenization. Notably, it includes

functions such as ‘strip_tashkeel‘ and ‘strip_tatweel‘, which facilitate tasks like re-

moving diacritics and elongation marks, enhancing the processing of Arabic language

data.
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Figure 4.24: Pre-processing additional Functions.

3.6.3 Results and discussion

In this section, we unveil the outcomes of several ensemble clustering mechanisms for

Arabic data. Each approach encompasses the generation of diverse base clusterings em-

ploying various object representations, clustering algorithms, and diverse initializations or

parameter configurations. Subsequent subsections meticulously elucidate the results of

these methodologies.

1. Results of different object representations : In Table 4.5 & 4.6, we explore the

outcomes of utilizing various object representations with KMeans clustering ensembles for

Arabic data. Notably, the parameters utilized for these ensembles align with those of the

English data. It’s important to note that separate results are presented for Arabic and

English keywords.
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Table 4.5: Result of KMeans clustering ensembles in Arabic data with Arabic keyword

Techniques Silhouette Calinski-Harabasz Davies-Bouldin
Score Score Score

Keywords
K1 0.44243714 1654.5005880625558 0.753867147224315
K2 0.095876314 1684.2500919278755 2.05560327295802
K3 0.2314722 3222.84909497148 1.18388424901961

Emojis
description (D)

D 0.4847758 3367.769010987639 2.1279849724660944
D+K1 0.3865655 13656.377393953721 0.8958112650861715
D+K2 0.2603351 2293.6786762732513 0.964487660690156
D+K3 0.123009235 1793.5544287651603 0.9273953941726886

Emojis map
& meaning (M)

M 0.713531 20809.897109448524 0.45602117108059553
M+K1 0.37672126 5194.S751409701692 0.6885779524319074
M+K2 0.34749 2605.13578870511 1.4515131858678014
M+K3 0.54133844 14267.479035497514 0.731891815737962

Emojis map
& description (MD)

MD 0.4847758 3367.7684560691996 2.127984828853112
MD+K1 0.38656536 3656.3803138359863 0.8958114176920924
MD+K2 0.26033512 2293.6785522373625 0.9644876081180385
MD+K3 0.12300883 1793.5589861751657 0.9273937200898096

The table 4.5 demonstrates that the most effective approach for clustering in this con-

text appears to be using emojis map and meaning without additional keyword data. This

technique achieves the highest Silhouette Score of 0.713531, indicating well-defined and

effective clustering. The lower performance of keywords and their combinations may be

due to the multilingual nature of the Algerian dialect in the data, which includes elements

of Arabic, French, and other languages, while the keywords are in pure Arabic. This lin-

guistic mismatch likely reduces the effectiveness of the keyword-based techniques.
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Table 4.6: Result of KMeans clustering ensembles in Arabic data with English keyword

Techni- Silhouette Calinski-Harabasz Davies-Bouldin Score
ques Score Score

Keywords
K1 0.67778635 13930.802059814221 0.4904654077827864
K2 0.7015065 15019.922494875575 0.7243414556260191
K3 0.31340364 1414.038289123046 0.778828323010245

Emoji
description (D)

D 0.48477587 3367.7684973138307 2.129785233120797
D+K1 0.44216302 3695.3793659356315 1.5349932538489732
D+K2 0.3857908 5364.913960916501 0.9883121078747635
D+K3 0.10213358 1798.5353851181935 1.1863928001241444

Emojis map
& meaning (M)

M 0.71353114 20809.91651032707 0.4560211346670284
M+K1 0.72585523 22248.16336927542 0.4537078290501955
M+K2 0.69142765 17753.009147161778 0.5780434912623534
M+K3 0.399814 1895.8728659476915 1.0548985784928782

Emojis map
& description (MD)

MD 0.484776 3367.7705969073213 2.1279848488423267
MD+K1 0.44216287 3695.3759499829775 1.5349938940384573
MD+K2 0.38579088 5364.9173176114555 0.9883117484306002
MD+K3 0.102133326 1798.534147224279 1.18639383433189218

The Table 4.6 demonstrates that the most effective approach for clustering in this

context is using the combination of emojis map & meaning with the K1 English keyword

set (M+K1), which achieved the highest silhouette score of 0.72585523. The high perfor-

mance of K1 when combined with emojis map & meaning, suggests that integrating well-

chosen English keywords can enhance clustering effectiveness. The lower performance of

some combinations, however, may indicate that not all keyword sets are equally beneficial.

In our endeavor to attain optimal outcomes across diverse object representations, we

employed ensemble clustering with two different algorithms: Agglomerative Clustering

and Gaussian Mixture Models (GMM). These algorithms were selectively applied to the

top-performing results derived from Tables 4.5 & 4.6. The parameters employed for these

ensembles correspond to those used in the English data
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Table 4.7: Ensemble clustering using Agglomerative and GMM in Arabic data with Arabic keyword

Technique Metrics GMM Agglomerative
K1 S 0.1593421 0.71850187

C 1649.8963204 21486.4005414
892182 01115

D 2.32765516 0.475001023
48394856 5891053

D+K1 S 0.32002914 0.61412066
C 1844.61684 19111.3507

33260316 40051
D 1.15805099 0.5001732099

47694495 351155
M+K3 S 0.51984626 0.643016

C 6740.43466 22072.439147
9158925 806228

D 1.120529818 0.537266606
7833865 2900184

MD+K1 S 0.32002908 0.6141208
C 1844.616534 19111.37097

5116276 666249
D 1.158051340 0.50017325

6686361 84638654

The results indicate that Agglomerative clustering consistently outperforms GMM. The

best result is achieved with the K1 technique using Agglomerative clustering, which has a

Silhouette score of 0.71850187, indicating the most well-defined clusters among all tested

methods.



CHAPTER 4. CONCEPTION AND IMPLEMENTATION 82

Table 4.8: Ensemble clustering using Agglomerative and GMM in Arabic data with English keyword

Technique Metrics GMM Agglomerative
K2 S 0.121401384 0.6966918

C 1512.44895 22561.53657
4421008 427041

D 1.82393898 0.56836458
13708986 83259612

D+K1 S 0.32034412 0.64278775
C 3000.35720 19793.23063

189152 5288
D 0.73496091 0.4708697

80878969 88169374
M+K1 S 0.30612046 0.7281388

C 3149.410853 22183.87983
934293 856446

D 0.88227760 0.453750951
13699509 0534045

MD+K1 S 0.32034364 0.6427878
C 3000.35682 19793.247977

2271811 37653
D 0.734960899 0.4708696

5940897 37734259

It is evident that Agglomerative clustering consistently outperforms GMM across var-

ious techniques. The highest silhouette score is achieved by the M+K1 technique using

Agglomerative clustering, with a score of 0.7281388, indicating the most well-defined clus-

ters among all tested methods.

2. Results of different clustering algorithms : in Tables 4.9 & 4.10, we showcase

the outcomes achieved by employing diverse clustering algorithms with predefined pa-

rameters to generate ensemble clusterings. These algorithms were meticulously selected

and applied to the highest-performing results obtained from diffrent object representation

methods. The parameters employed for these ensembles correspond to those used in the

English data:
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Table 4.9: Result of Ensemble clustering in Arabic data with Arabic keyword

Technique Metrics Ensemble of
3 Algorithme

K-means+
Agglomera-
tive

KMeans+
Gaussian

Gaussian+
Agglomera-
tive

K1
S 0.7000599 0.71850175 0.6988605 0.71850175
C 22634.541 21486.3426 22778.816 21486.3463

956694975 81856633 289394357 21423087
D 0.55264525 0.47500135 0.55437818 0.47500127

47771405 258218773 92085458 521381236

D+K1
S 0.6141204 0.6141204 0.5625723 0.61412054
C 19111.330 19111.350 11932.795 19111.340

90167005 15601468 772317013 254235278
D 0.5001736 0.5002173 0.67393076 0.5001732

013155684 1919170821 57335979 19671117

M+K3
S 0.64693993 0.6430161 0.64713469 0.6430161
C 18548.384 22072.408 16795.0442 22072.4180

86767511 504786086 43408553 86777285
D 0.4707325 0.5372676 0.61776993 0.53726727

685474862 018291398 92118431 03493251

MD+K1
S 0.64693993 0.6141205 0.5625723 0.6141205
C 18548.3848 19111.363 11932.795 19111.3571

6767511 299672186 14776359 2310097
D 0.47073256 0.5001731 0.6739295 0.50017318

85474862 343586814 051639235 20524734

The analysis of Table 4.9 shows that the results of the algorithms are very close, with

"Gaussian + Agglomerative" and "K-means + Agglomerative" emerging as the best tech-

niques based on the K1 combination. Both achieve the highest Silhouette Score 0.71850175

. Although "Gaussian + Agglomerative" has a slightly higher Calinski-Harabasz Index

(21486.3463), the overall performance of both methods is nearly identical.
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Table 4.10: Result of Ensemble clustering in Arabic data with English keyword

Technique Metrics Ensemble of
3 Algorithme

K-means+
Agglomera-
tive

KMeans+
Gaussian

Gaussian+
Agglomera-
tive

K2
S 0.42500076 0.6966917 0.6136196 0.69669193
C 1815.15875 22561.5158 13839.6894 22561.527

20773942 3453805 06508876 367271476
D 0.904147514 0.56836467 0.85503595 0.5683641

0237454 7117865 41722002 736965692

D+K1
S 0.6427876 0.64278764 0.38666186 0.64278775
C 19793.236 19793.2452 3378.2104 19793.2442

50270161 02381346 74836714 85407935
D 0.4708698 0.47086966 2.1266757 0.47086964

4732952536 91873984 317368796 819001986

M+K1
S 0.41997117 0.72813874 0.6819453 0.72813886
C 1307.13965 22183.8646 17757.426 022183.8762

9600541 83043903 513964136 1494166
D 1.03423398 0.45375107 0.5445479 0.45375091

13020565 78891658 014871696 599260187

MD+K1
S 0.64278746 0.6427875 0.38666183 0.64278764
C 19793.2346 19793.2256 3378.2095 19793.2420

49712147 61602108 862802757 97297312
D 0.47086981 0.47086987 2.1266754 0.47086959

91978227 73681029 889702426 32453015

Table 4.10 demonstrates that the "Gaussian + Agglomerative" algorithm consistently

delivers the best performance in clustering Arabic data with English keywords. The stand-

out result is a Silhouette Score of 0.72813886 for the M+K1 combination. This method

also performs strongly across other combinations, as seen with high scores in the K2 and

MD+K1 combinations.

3. Results of different parameter initialization: In Tables 4.11 & 4.12, we delve into

the results obtained by employing various parameter initializations in ensemble clustering.

These approaches were specifically applied to the method yielding the best results among

different clustering algorithms. Furthermore, we introduced additional methods to aug-

ment our analysis. The parameters for these ensemble methods remained constant, withn

clusters=6 and n splits=22. The subsequent combinations were utilized:
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• Ensemble 2-GMM and KMeans:

GMM (n components=6, covariance type=’tied’)

KMeans (n clusters=6, init=’k-means++’, random state=42)

GMM (n components=6, covariance type=’diag’)

• Ensemble 2-GMM and agglomeratives:

GMM (n components=6, covariance type=’tied’)

Agglomerative (n components=6, linkage=’ward’)

GMM (n components=6, covariance type=’diag’)

Table 4.11: Results of different parameter initialization in Arabic data with Arabic keyword

Technique 2 GMM+k-means 2 GMM+ Agglomerative

K1
S 0.7002942 0.7000601
C 22864.951720807945 22634.575392025527
D 0.5525221284687479 0.5526448834732988

D+K1
S 0.5155605 0.61412084
C 14499.509122854779 19111.371331202252
D 0.9372483209107187 0.5001729691597286

M+K3
S 0.6647946 0.643016
C 16837.816312943927 22072.420237907576
D 0.5677052990982532 0.5372681517007785

MD+K1
S 0.5155602 0.6141208
C 14499.515255871494 19111.362168928397
D 0.9372486366531557 0.5001730304804352

Table 4.11 of different parameter initialization in Arabic data with Arabic keyword in-

dicates that no single algorithm consistently outperforms the others across all techniques.

Each algorithm demonstrates its strengths in different combinations. For instance, "2 GMM

+ k-means" shows its effectiveness with the highest Silhouette Score of 0.7002942 in the

K1 combination, while "2 GMM + Agglomerative" performs well in other settings, such as

achieving a Silhouette Score of 0.61412084 in the D+K1 combination. The highest result

appears in the "2 GMM + k-means" with the M+K3 combination, reaching a Silhouette

Score of 0.6647946.
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Table 4.12: Results of different parameter initialization in Arabic data with English keyword

Technique 2 GMM+k-means 2 GMM+ Agglomerative

K2
S 0.6478891 0.42500088
C 14405.17704586264 1815.1586911938282
D 0.659988799074376 0.9041469249708827

D+K1
S 0.4430597 0.6427879
C 8323.955095789228 19793.24324587737
D 1.4353997372989493 0.47086961084815887

M+K1
S 0.6858503 0.42923573
C 18595.923876520785 1311.265848280646
D 0.5596238566122017 0.7645868761976568

MD+K1
S 0.44305965 0.64278764
C 8323.958736914657 19793.24298049572
D 1.4353999018288295 0.4708698353955045

Table 4.12 indicates that no single algorithm consistently outperforms the others across

all techniques. Each algorithm demonstrates its strengths in different combinations. For

instance, "2 GMM + k-means" shows its effectiveness with the highest Silhouette Score of

0.6858503 in the M+K1 combination, while "2 GMM + Agglomerative" performs well in

other settings, such as achieving a Silhouette Score of 0.6427879 in the D+K1 combination.

The highest result appears in the "2 GMM + k-means" with the K2 combination, reaching

a Silhouette Score of 0.6478891.
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The best results, based on the silhouette score, were achieved using English data and the

Algerian Arabic dialect data, as illustrated in the graphical representation below:

Figure 4.25: Best Result of Ensemble clustering

3.7 Conclusion

In this chapter we explored our methodology for detecting emotions from tweets, focus-

ing on both Algerian dialectical and English tweets. We tried to enhance existing techniques

by improving ensemble clustering methods. The chapter covered data collection, prepro-

cessing, and the application of advanced machine learning models, particularly BERT, to

achieve accurate emotion detection. Additionally, we presented the results and discussed

their implications, providing a comprehensive overview of our findings and their signifi-

cance.

In the next section we will display our final observations and perspectives in the context

of the final conclusion.



General Conclusion

This study contributes to understanding how ensemble clustering techniques can im-

prove the accuracy and robustness of emotion detection, addressing challenges in text

analysis across diverse languages. The generation step, involving different object repre-

sentation, different algorithms, and different clustering initialization, is crucial for these

improvements. We specifically answered two key questions: Is ensemble clustering that

combines multiple algorithms more effective than ensemble clustering using a single algo-

rithm? And, which specific combination of ensemble clustering techniques yields the best

results? Of curse in the context of Emotion Detection from text.

In our work, we confronted the challenge of emotion detection by handling emojis and

keywords with different methods, recognizing their significant role in conveying emotions

on social media. We experimented with various combinations of clustering algorithms

to achieve optimal results and modified the initialization of these algorithms to further

refine the outcomes. By systematically testing and improving these approaches, we aimed

to determine the most effective strategies for emotion detection, ultimately achieving the

best results through our comprehensive methodology.

The results of this study show a notable improvement over previous work, with a signif-

icant increase in the accuracy of emotion detection. Specifically, the Arabic data achieved

a higher performance with an ensemble of GMM and Agglomerative clustering. In English

data, the best result was obtained using a combination of two K-means and GMM in the

keyword-based analysis. One of the key limitations of our research is the inherent complex-

ity of analyzing the Algerian dialect due to its multilingual nature, making it challenging

to process and accurately detect emotions.

Extending this work could involve further refinement of the generation mechanisms,

such as exploring alternative subspace projection techniques and example subsets. Ad-

ditionally, future research could experiment with different algorithms, combinations and

88
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initialization of algorithms to further improve emotion detection accuracy. Another po-

tential avenue for enhancement is the selection of a consensus function other than simple

voting, which could lead to more robust and reliable clustering outcomes. These extensions

would help in addressing current limitations and advancing the field of emotion detection

in multilingual and diverse text data.
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