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ملخص

والحاسوب الإنسان بين التفاعل مثل الاصطناعي الذكاء تطبيقات في حيوي امٔر وهو المشاعر، على التعرف تطوير يتم
المتبقية والشبكات (CNN) التلافيفية العصبية الشبكات باستخدام الاطٔروحة هذه خلال من الصحية، والرعاية
مستمرة ابٔعاد ذات انفعالية مخرجات Emotic، بيانات مجموعة على تدريبه تم الذي نموذجنا، يُنتج (ResNet).
متطورًا، ادٔاءً التجريبية النتائج تظُهر السياقية. الإشارات دمج خلال من الدقيق الكشف يضمن مما منفصلة، وفئوية

بالسياق. الواعية الاصطناعي الذكاء لتطبيقات الطريق ويمهد بالعاطفة التنبؤ مهام من كبير بشكل يحسن مما
.

السياق , ايٕموتيك ، المتبقية الشبكة ، التلافيفية العصبية الشبكة المشاعر، على التتعرف المفتاحية--- الكلمات

Resume

La reconnaissance des émotions, qui est essentielle dans les applications d’IA telles que

l’interaction homme-machine et les soins de santé, est développée dans cette thèse à l’aide

de réseaux neuronaux convolutifs (CNN) et de réseaux résiduels (ResResNet). Notre mod-

èle, entraîné sur l’ensemble de données Emotic, produit des sorties émotionnelles avec des

dimensions discrètes, continues et catégorielles, assurant une détection précise en incor-

porant des indices contextuels. Les résultats expérimentaux montrent une amélioration

des performances, ce qui améliore considérablement les tâches de prédiction des émotions

et ouvre la voie à des applications d’intelligence artificielle tenant compte du contexte.

- Mots-clés: Reconnaissance des émotions, réseau neuronal convolutif , Resnet , Emotic

, Contexte.
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Introduction 1

Introduction

In our daily lives, the ability to perceive and interpret the emotional states

of others is fundamental to effective social interaction and communication. This ability,

rooted in human nature, allows us to navigate complex social environments, empathize

with others, and respond appropriately to a variety of social cues. Efforts to give machines

similar emotion recognition capabilities have attracted significant attention in the fields

of artificial intelligence (AI) and computer vision. Achieving this goal holds promise for

improved human-computer interactions, more intuitive and responsive AI systems, and

advances in areas ranging from mental health monitoring to entertainment.

Traditional automatic emotion recognition methods focus primarily on analyzing facial

expressions and, to a lesser extent, posture. These methods have demonstrated impres-

sive accuracy in controlled environments where the subject’s face is clearly visible and

well-lit. Techniques such as convolutional neural networks (CNNs) have proven partic-

ularly effective in these environments because they use large datasets of labeled facial

expressions to learn discriminative features. However, the performance of these models

often degrades in natural, unconstrained environments, where factors such as occlusion,

lighting variations, and complex backgrounds pose significant challenges.

Psychological studies underscore that human perception of emotions extends beyond

facial expressions and body language. The context in which an interaction occurs—

encompassing the surrounding environment, objects, and activities—plays a crucial role

in shaping our emotional interpretations. For instance, a smile in a joyful social gathering

conveys a different emotional state compared to a smile in a tense, high-stakes meeting.

Despite the importance of contextual information, its integration into automated emo-

tion recognition systems remains underexplored, largely due to the lack of comprehensive

datasets that capture this multifaceted aspect of human emotion.

To address this gap, we introduce the EMOTIC dataset, a novel collection of images

depicting people in various natural environments, annotated with their apparent emo-

tions. The dataset is unique in that it combines two complementary forms of emotion

representation: discrete categories (containing 26 different emotions) and continuous di-

mensions (valence, arousal, and dominance). Combining these two types of annotations

allows for a more nuanced understanding of emotional states and provides a rich resource

for developing and evaluating emotion recognition algorithms.
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In this work, we deeply investigate the statistical properties and annotation consistency

of the EMOTIC dataset and conduct a thorough analysis of the reliability of its structure

and emotion labels. In addition, we investigate various CNN-based models that exploit

contextual information from both the bounding box containing the individual and the

surrounding scene. Our experiments show that incorporating scene context can signifi-

cantly improve the accuracy of emotion recognition systems, highlighting the value of a

holistic approach that reflects the multifactorial nature of human emotion perception.

The findings presented in this work lay the foundation for future research aimed at re-

fining and expanding the capabilities of emotion recognition technology. By improving

our understanding of how context influences emotion interpretation, we can get closer

to developing AI systems that interact with people in a more natural, empathetic, and

context-aware way.

State of art

Emotion recognition has been widely studied in the computer vision community. Most

existing works focus on predicting emotions using facial expression analysis [1], [2]. The

basis of these methods is the facial action coding system [3], which encodes facial expres-

sions using a sequence of specific local facial movements, so-called action units. These

face-based methods [1], [2] typically use features based on facial geometry or appearance

features to describe the face. The extracted features are then used to identify action

units and the basic emotions proposed by Ekman and Friesen [4]: anger, disgust, fear,

happiness, sadness, and surprise. Currently, the most advanced facial expression analysis

emotion recognition systems use CNNs to identify emotions or action units [5]. Regard-

ing emotion representation, some recent works based on facial expressions [6] used the

continuous dimensions of the VAD emotional state model [7]. The VAD model uses three

numerical dimensions to describe emotions: valence (V), which measures the positivity

or pleasantness of an emotion, ranging from negative to positive; arousal (A), which

measures a person’s arousal, ranging from inactive/calm to excited/ready to act; and

dominance (D), which measures the degree of control a person has over a situation, rang-

ing from submissive/no control to dominant/controlled. On the other hand, Du et al.

[8] proposed a set of 21 facial emotion categories, which are defined as different com-

binations of basic emotions, such as ”surprise” or ”disgust”. This classification allows
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the authors to provide detailed information about the emotions expressed. Although

research on emotion recognition from a computer vision perspective has mainly focused

on facial analysis, some work has also considered other additional visual cues or multi-

modal approaches. For example, in [9], the position of the shoulders is used as additional

information to facial features to identify basic emotions. More generally, Schindler et al.

[10] used poses to recognize six basic emotions and experimented on a small dataset of

non-spontaneous poses captured under controlled conditions. Mou et al. [11] proposed a

system for emotion analysis of still images of crowds, which detects arousal and valence

at the group level by combining facial, body, and contextual information.

Contribution

The main contribution of this work is to address the limitations of traditional emotion

recognition methods that rely primarily on facial expressions. While facial analysis has

been shown to be effective in controlled environments, it often fails to produce accurate

results in natural, unobstructed environments due to factors such as occlusion, variable

lighting, and complex backgrounds. To overcome these challenges, our approach incorpo-

rates contextual information from the surrounding scene, enabling a more comprehensive

understanding of emotional states. By leveraging the EMOTIC dataset, which contains

diverse images annotated with both discrete emotion categories and continuous dimen-

sions of valence, arousal, and dominance, we show that incorporating scene context can

significantly improve the accuracy and robustness of emotion recognition models. This

novel integration of contextual cues represents a significant advance in the field of auto-

matic emotion recognition.

Thesis organization

Our work is organized as follows :

The first chapter: provides a comprehensive overview of Artificial intelligence and ma-

chine laerning and deep learning , focus specifically on the use of deep learning models

such as (convolutional neural networks (CNN)) and (residual network(Resnet)) which

was utilized in our research..

The second chapter: The focus of this chapter is. overview of biometrics, including

theories, definitions, and terminology that are essential for understanding this field. The
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chapter also covers biometric system design and introduces the topic of Emotion recogn-

intion. Additionally, Learn about common source information in the field of emotion

recognition that will be used in our study, the chapter addresses the challenges associ-

ated with Context .

The third chapter: The experimental findings are discussed in the context of the

emotion recognition verification analysis. We investigated the ntext of the using a

novel approach that utilized a CNN and the backbon (ResNet) and discribe Emotic

dataset and our architecture of approach. and dedicated to the experimental results and

discussion.

Conclusion and perspectives.



Chapter 1

Generalities In The Artificial

intelligence And Deep Learning
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1.1 Introduction

Artificial Intelligence (AI) is the field of science and engineering concerned with the

theory and practice of developing. systems that exhibit the characteristics we associate

with intelligence in human behavior, such as perception, natural language processing,

problem solving and planning, learning and adaptation, and acting on the environment.

Its main scientific goal is to understand the principles that enable intelligent behavior

in humans, animals and artificial agents. This scientific goal directly supports several

engineering goals, such as the development of intelligent agents, the formalization of

knowledge and the mechanization of reasoning in all areas of human endeavor, making

working with computers as easy as working with people, and the development of

human-machine systems that exploit the complementarity of human and automated

reasoning.

Artificial Intelligence is a very broad interdisciplinary field, with roots in and in-

tersections with many domains, not only all computer science disciplines, but also

mathematics, linguistics, psychology, neuroscience, mechanical engineering, statistics,

economics,control theory and cybernetics, philosophy, and many others. It has adopted

many concepts and methods from these fields, but it has also contributed back.

While some of the systems developed, such as an expert system or a planning system,

can be characterized as pure applications of AI, most AI systems are developed as

components of complex applications to which they add intelligence in various ways, for

example by enabling them to reason with knowledge, to process natural language, or to

learn and adapt.[12]
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Figure 1.1: Artificial Intelligence

Deep learning, a new field of machine learning research, has been machine learning, has

been introduced to bring ML closer to its main goal: artificial intelligence. These are

algorithms inspired by the structure and functioning of the brain. They learn multi-level

representations to model complex relationships between data.

AI is an umbrella concept that influences and is influenced by many disciplines, such as

computer science, engineering, biology, psychology, mathematics, statistics, logic, phi-

losophy, business, and linguistics ([13]; [14]). AI can encompass anything from Apple

Siri to Amazon Go, and from self-driving cars to autonomous weapons. Generally, AI

can be classified into weak AI and strong AI. Weak AI, also known as narrow AI, ex-

cels in specific tasks. Most advancements in AI, that have been achieved to date, can

be classified as weak AI, such as Google Assistance and Alpha Go. Researchers from

different domains are, however, competing to create a strong AI (also called human-level

artificial general intelligence or artificialsuper intelligence), which will process multiple

tasks proficiently. A strong AI isthe controversial and contentious concept. Many tran-

shumanists believe that a strong AI can have self-awareness and become the equivalent

of human intelligence. Once a strong AI becomes a reality, an intelligence explosion will

be precipitated and technologicalsingularity may be unavoidable. Superintelligence may

emerge almost immediately after that ([15]). Superintelligence can be loosely defined as
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“any intellect that greatly exceeds the cognitive performance of humans in virtually all

domains of interest” ([16]). In other words, a strong AI would be able to outperform

humans in nearly every cognitive task.

1.2 Application of Artificial Intelligence:

Artificial intelligence, combined with other technologies, has the potential to solve some

of the biggest challenges society faces. Artificial intelligence is used in business, manufac-

turing, medical care, education, military and many other fields. Many innovations have

been developed using artificial intelligence-based technologies, Such as facial recognition

and self-driving cars. These applications require AI systems to interact with the real

world and make automated decisions.

1.2.1 Autonomous vehicles and drones

Self-driving cars are expected to reduce the number of traffic accidents through self-

driving technology and death. In addition to land vehicles, autonomous driving tech-

nology also makes the development of vehicles possible pilot-less airplane. Drones have

become popular among various businesses and government organizations. Especially in

areas that are difficult for humans to reach or perform efficiently, such as: B. Scanning

Hard to access military bases and fast delivery during peak hours. Goldman Sachs esti-

mates that “global The military will spend 70 billion on drones by 2020, and these drones

will play a key role in this effort Resolve future conflicts and replace human pilots ([17]).

1.2.2 Artificial intelligence in education

Artificial intelligence’s natural language processing capabilities will benefit people who

cannot read or write People who cannot use computers ([18]).Artificial intelligence will

reportedly be used in U.S. education From 2017 to 2021 (March 2018) it will increase by

47.5%. Artificial intelligence can help teachers get rid of duplication They can handle

tasks such as grading, allowing teachers to focus more on their professional work ([19]).

besides, It’s best to introduce students to this technology as early as possible, as there’s

a good chance they’ll use AI future. AI tools can also help make global classrooms

accessible to everyone, including students Unable to go to school. Stay current and
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ensure progress in an ever-changing environment Globally, these applications must also

support continuous life-long or never-ending learning ([20]).

1.2.3 Artificial Intelligence in Manufacturing and Factory Au-

tomation

Artificial intelligence brings many benefits to the manufacturing industry, such as real-

time maintenance Equipment and virtual design.. For example, generative design can

be used in manufacturing. Designers enter design goals and the software explores all

possible permutations of solutions. Quickly create designs and conduct feasibility testing.

possible 50,000 days of work completed in one day ([21]). There is no doubt that artificial

intelligence is the key to future production growth.

1.2.4 artificial intelligence in human resources

Artificial intelligence streamlines HR processes in many ways. AI programs compared to

humans Thousands of applications can be processed faster, more efficiently and with less

mindlessness bias. By identifying the characteristics of successful employees, artificial

intelligence can increase a company’s chances Hire the most qualified candidates, thereby

increasing productivity and retention rates. It also frees human employees from repetitive

paperwork and providing answers Frequently Asked Questions. AI can also help improve

diversity and inclusion in organizations. one word Caution is advised, though: machine

learning often uses large data sets to learn and Everyone has inherent biases.

1.2.5 artificial intelligence in cybersecurity :

Cybersecurity algorithms are critical to combating the tsunami of cyberattacks. Cyber

  Security Analysis Intelligence can help detect potential attacks before they actually oc-

cur. With artificial intelligence and machines Learning to identify and respond to threats

can alleviate network workers’ fears. In addition, artificial intelligence Can increase ef-

ficiency in identifying threats, reduce incident response times, and Real-time reminders

of abnormal behavior. Companies have integrated artificial intelligence into every aspect

Cybersecurity, including identification, prevention, threat detection and risk analysis of

network intruders. This allows human efforts to be diverted to more important activities.
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1.2.6 AI in Military

AI benefitsthe military industry on many ways. For instance, combining AI autonomy

with computer vision can impact the defense industry by enhancing decision-making and

efficiency of soldiers. AI, along with virtual reality, are poised to be a game-changer

for military planners, logistics, and military field use. Advances in AI are also enabling

significant leaps forward in radio frequency systems. For facial recognition, AI is able to

recognize a thermal image captured of a person’s face in low-light conditions. Soldiers,

who work in covert operations at night, may benefit from this development. AI in the

military, however, is a very controversial topic, and many AI researchers and scientists

are urging a ban on using AI as a killing machine.

1.2.7 AI at Home

AI is not only changing our workplace, but it is also changing the way we live in our homes.

A connected home, combined with AI driven home automation, can take care of almost

all daily chores done by humans, such as turning off lights, closing doors, monitoring

temperature, playing music, and cleaning floors. Further, AI-powered home automation

can reduce the energy consumption by controlling smart thermostats, lighting sensors,

and smart plugs. The application of facial recognition algorithms can help detect break-

ins and call for emergency services, thereby eliminating the need for human monitoring.

Privacy is an issue in this domain.

1.2.8 AI in Health Care

AI-based applications can help improve patients’ and elders’ health conditions and the

quality of their lives. Prime applications of AI in health care include monitoring medicine,

treating chronic illness, diagnosing diseases, and surgery support. The National Bureau

of Labor Statistics projects that the number of home health aides will grow by 38%

over the next 10 years and the length of hospital stays will decrease due personalized

rehabilitation and in-home therapy ([22]). From 2012 to 2017, healthcare-AI funding

has reached 2.14 billion. AI-based applications in the medical field have achieved many

successes, including mining social media to infer health risks, machine learning to predict

risky patients, and roboticsto supportsurgery ([23]). In the palliative care field, studies
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show that only 20 percent of Americans spend their final days at home because of the

shortage of palliative care professionals, although 80 percent of Americans prefer to be at

home ([24]). AI can also help in predicting and identifying patients who have the most

urgent needs for palliative care. From symptom diagnoses to clinical decision support,

algorithms that leverage AI have made headlines in terms of accuracy and speed.

1.2.9 AI in Finance

AI in healthcare has a direct impact on finance too. According to Accenture analysis,

the AI health market will grow by 6.6 billion by 2021, which can potentially create 150

billion in annual savings for the U.S. healthcare economy by 2026. Unlike traditional

finance systemsthat are based on manually set rules and analytics, the AI-based system

is shown to be more effective in detecting financial malfeasance with respect to accuracy

and completeness. AI can help fight financial crimes, such as credit card fraud, anti-

money laundering, and synthetic identity theft ([25]). Financial Technology (FinTech) is

emerging as a transformative and strategic initiative for the financial industry ([26])

1.3 Machine Learning :

Arthur Samuel (2000) coined “machine learning” in 1959 and defined it as a field ofstudy

that enables computers to learn without being explicitly programmed. Although this

definition is rather vague, it indicates a significant feature of machine learning – it does

not follow pre-programmed “rules”. In general, machine learning is an automated process

that enables machines to analyze a huge data set, recognize patterns, and learn from the

data to provide support for predictions and decision making. “Reinforcement machine

learning”, like the one used in AlphaGo Zero, starts from scratch with only the rules

of the game, Go. It learned by adjusting actions, based on continuous feedback, and

AlphaGo Zero achieved unbelievable results (i.e. probably the best Go “player” in the

world at the moment) in a very short period of time (i.e. a few days).

It discovered Go moves that were not known in the game’s 3,000-4,000 years history.

Reinforcement machine learning can also bypass human biases that may reside in data

when using big data for training. Machine learning can be regarded as the automation

of cognitive functions ([27]), or the automation of knowledge work (Chui et al., 2016).
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AlphaGo and self-driving cars are products of machine learning, especially reinforcement

learning. The drawback in machine learning, at the moment, is that the inner working

of these self-learning machines is a black box, which makes it difficult to understand and

explain the reasoning process and to justify the recommendations. As a result, trusting

these machines is a challenge. Further, machine learning using big data can be susceptible

to human biases that are inherent in the data ([28]). People tend to only trust a system

when the reasoning process is known and interpretable. there are three types of machine

learning :

1.3.1 Supervised learning

In supervised learning, the machine is taught by example. The operator provides the ma-

chine learning algorithm with a known dataset that includes desired inputs and outputs,

and the algorithm must find a method to determine how to arrive at those inputs and

outputs. While the operator knows the correct answers to the problem, the algorithm

identifies patterns in data, learns from observations and makes predictions. The algo-

rithm makes predictions and is corrected by the operator – and this process continues

until the algorithm achieves a high level of accuracy/performance. Under the umbrella

of supervised learning fall: Classification, Regression and Forecasting. Classification: In

classification tasks, the machine learning program must draw a conclusion from observed

values and determine to what category new observations belong. For example, when

filtering emails as ‘spam’ or ‘not spam’, the program must look at existing observational

data and filter the emails accordingly.

- Regression

- Forecasting:

1.3.2 Unsupervised learning

Here, the machine learning algorithm studies data to identify patterns. There is no

answer key or human operator to provide instruction. Instead, the machine determines

the correlations and relationships by analysing available data. In an unsupervised learning

process, the machine learning algorithm is left to interpret large data sets and address

that data accordingly. The algorithm tries to organise that data in some way to describe

its structure. This might mean grouping the data into clusters or arranging it in a way
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that looks more organised. As it assesses more data, its ability to make decisions on that

data gradually improves and becomes more refined. Under the umbrella of unsupervised

learning, fall:

- Clustering

- Dimension reduction

1.3.3 Reinforcement learning

Reinforcement learning focuses on regimented learning processes, where a machine learn-

ing algorithm is provided with a set of actions, parameters and end values. By defining

the rules, the machine learning algorithm then tries to explore different options and

possibilities, monitoring and evaluating each result to determine which one is optimal.

Reinforcement learning teaches the machine trial and error. It learns from past experi-

ences and begins to adapt its approach in response to the situation to achieve the best

possible result. [29] [30]

Figure 1.2: Machin Learning types
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1.4 History of Deep Learning :

The idea of Deep Learning is not a recent one, but actually dates back to the 1980s,

particularly following the work on multi-layer neural networks and the work of pioneers

of Machine Learning and Deep Learning, such as the French scientist Yann le Cun.

In collaboration with two other computer scientists, Kunihiko Fukushima and Geoffrey

Hinton, they developed a particular type of algorithm called a convolutional neural net-

work.

Although this approach produced results, its progress and evolution were limited limited

by technological advances in microprocessors, computational power and lack of and the

lack of access to data for training neurons.

However, some researchers have continued to work on this model for around two and,

with the help of technological developments and, above all, the ever-increasing availabil-

ity of data, have been able to improve this technique.

In order to develop an effective learning system, you need to be able to exercise it. This

requires a large amount of data to be tested. It was against this backdrop that, in 2007,

the STANFORD VISION LAB, with Fei-Fei Li at its head, developed an image aggrega-

tor where of millions of photos:

In 2010, Image Net brings together 15,000,000 images, all categorized according to their

specific characteristics (vehicles, animals, etc.)

In 2012, Deep Learning was back in the spotlight with a resounding success success at the

Image Net Large Scale Visual Recognition Challenge (ILSVRC), an annual image recog-

nition competition founded by Stanford University’s STANFORD VISION LAB Several

teams of computer science researchers compete against each other in this annual contest

to award victory to the program with the program with the lowest failure rate.

And while deep learning algorithms are absent from the competition, in 2012 it was

indeed a Deep Learning algorithm that surprisingly won the 2012 edition. [31]
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1.5 Deep Learning :

Deep learning is a sub-field of artificial intelligence (AI). The term is used to describe all

machine learning techniques (machine learning, i.e. a form of learning based on mathe-

matical approaches used to model data. To better understand these techniques, we need

to go back to the origins of artificial intelligence.

in 1950, when Alan Turning became interested in machines capable of thinking. The

result was machine learning, a machine that communicates communicates and behaves

according to stored information.

Deep learning is an advanced system based on the human brain, featuring a vast network

of artificial neurons. These neurons are interconnected to process and store information,

compare any given problem or situation with similar ones in the past and solve the prob-

lem in the best possible way.

As with human beings, deep learning involves learning from lived experience or, in the

case of machines, from recorded information.

Deep learning doesn’t mean anything A deeper understanding is gained through this

approach; instead, it represents the idea of a continuous hierarchy of representations.

How many layers contribute to the data model is called The depth of the model. Other

suitable names can be layered for this field Learning representations and learning hier-

archical representations. Modern deep learning often include dozens or even hundreds

of consecutive presentation layers - and they are Everything is learned automatically by

accessing training data. Now there are other ways Machine learning often only focuses

on learning one or two layers of representation data; therefore, they are sometimes called

shallow learning. In deep learning, these hierarchical representations are (almost always)

learned by a model The so-called neural network has a structure similar to the human

brain and is composed of artificial neurons. Also called a knot. These nodes are stacked

next to each other in three layers:

1. The input layer.

2. The hidden layers.

3. The output layer.
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Figure 1.3: Deep Learning

Data provides each node with information in the form of inputs. The node multiplies the

inputs with random weights, calculates them, and adds a bias.

Finally, nonlinear functions, also known as activation functions, are applied to determine

which neuron to fire. As shown in Figure bellow.

Figure 1.4: Architecture of Neural Network
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1.6 The difference between Deep Learning (DL) and

Machine Learning ML :

Deep Learning is a specialized branch of Machine Learning. In traditional Machine

Learning, the process begins with the manual extraction of relevant features from images.

Based on these features, a model is created to categorize the objects in the image. This

is illustrated on the left side of Figure 1.5, where features are manually extracted and

then used in a classification model to identify objects such as cars, trucks, and bicycles.

In contrast, Deep Learning automates the extraction of relevant features from images, as

shown on the right side of Figure 1.5. Deep Learning performs end-to-end learning from

raw data, meaning that the network is assigned tasks, such as classification, and learns

how to perform them automatically. Another major difference is that Deep Learning

algorithms evolve with the data, continually improving as more data is fed into the

network. This is unlike Shallow Learning, which refers to Machine Learning methods

that converge and stop progressing after reaching a certain level of performance, even

with additional training data.

Figure 1.5: The difference between Deep Learning (DL) and Machine Learning ML

To classify images using Machine Learning, the choice of features and classifier must be

made manually. With Deep Learning, the feature extraction and modeling processes are

automated, enhancing the network’s ability to improve as the data volume increases.[32]
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1.7 convolutional neural network

Convolutional Neural Networks, also known as CNNs, are most commonly a subtype of

ANN Used to analyze visual images [33]. The CNN model consists of a limited set of

Processing layers that can learn various features of the input data, such as: B. Images

with multiple level of abstraction. CNN means that the network uses mathematical

operations So-called convolution [34]. The operation involves convolving the input signal

f with a filter g produces an output signal. Convolution is a linear operation where filters

and The input signal is passed through a dot product operation to create a scalar for

each position The filter is located in the signal. The filter is moved to each signal point

and during the run The scalar product then produces a scalar. Convolution creates a

complete signal (=image) as the result.

in Figure 1.6 we present Schematic diagram of a basic CNN architecture [35] Schematic

diagram of a basic convolutional neural network (CNN) architecture.

Figure 1.6: The difference between Deep Learning (DL) and Machine Learning ML

1.7.1 Basic CNN components

A Convolutional Neural Network (CNN) is composed of several key components, each

playing a specific role in the network’s ability to process and understand visual data.

The basic components of a CNN include:

The Convolution Layer

It acts as the first layer in the process of extracting various features from the source

image. In this layer, a mathematical convolution operation is performed between the
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input image and a filter of a certain size mxn. The dot product between the filter and the

portion of the input image proportional to the filter size mxn is calculated by dragging

the filter over the input image.

The output is called a feature map and contains detailed information about the image,

including its corners and edges.

This feature map is then passed to other layers to teach them other features in the input

image.

Figure 1.7: 2-D convolution masking.

There are three hyperparameters deciding the spatial of the output feature map:

• Stride (S) : is the step we take each time the filter is slid. We move the filters

one pixel at a time when the stride is 1. When the stride is two (or, less frequently,

three or more; however, this is uncommon in practice), the filters jump two pixels

at a time as we move them. This will result in spatially smaller output volumes.

• Padding (P): The inputs will be surrounded by a border of the specified size. Ze-

ropadding is most frequently used to pad these areas. The size of this zero-padding

is a hyperparameter in neural network frameworks (such as Caffe, TensorFlow, Py-

Torch, and MXNet). The spatial size of the output volumes can also be controlled

by the size of the zero-padding.

• Depth (D): The depth of the output volume is a hyperparameter too; this cor-

responds to the number of filters that are used in a convolution layer.Given w as

the width of input, and F as the width of the filter, with P and S as padding, the

output width will be: (W + 2P - F) / (S + 1). Typically, set P=(F - 1) / 2 when

the stride is S = 1, the spatial size of the input and output volumes will be the

same.
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Pooling

Pooling layer is usually placed after convolutional layer. The main goal of this layer is to

reduce the size of convolutional feature map to save computation. This is done on each

feature map independently and by reducing the connections between them in number of

layers. There are different types of pooling operations depending on the method used.

The largest component in Max Pooling is taken from the feature map. The average value

of the components in a part of the image with predefined size is determined by Average

Pooling. Sum Pooling calculates the sum of items in a predefined part. It works normally

Pooling layer as a connection between FC layer and Convolutional layer.

Figure 1.8: Exemple of pooling in Deep learning

• Max Pooling: Reduces the spatial dimensions of the data by taking the maximum

value in each patch of the feature map.

• Average Pooling: Reduces the spatial dimensions by taking the average value in

each patch.

Fully-Connected

Layers called “Fully Connected” (FC) include biases, weights, and neurons required to

connect neurons between different layers. Usually these are the layers that come before

the output layer and form the last few layers of a CNN architecture. The input images

from the previous layers are flattened and passed to the FC layers. The flattened vectors

then pass through further FC layers where mathematical functions are usually used and

operations take place. This marks the beginning of the classification process.
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Figure 1.9: Fully-Connected Neural Network

Activation Function

Responsible for determining what information should and should not be activated in the

forward pass. Its inclusion also introduces nonlinearity to the network. We use ReLU.

ReLU (Rectified Linear Unit) is a commonly used activation function in neural networks

that returns the input if it is positive and zero otherwise. In other words, ReLU ”adjusts”

negative inputs to zero and leaves positive inputs unchanged according to the following

formula:

g(x) = max 0, x (1.1)

Batch normalization

Batch normalization is employed to address the issues associated with the internal co-

variance shift within feature maps. The internal covariance shift is a alteration in the

distribution of the hidden unit values, which slows the convergence (by requiring a small

learning rate) and requires initializations with care. Batch normalization for a trans-

formed feature map F k
i is described in this equation :

Nk
l =

F k
l − µB

σ2
B + ϵ

(1.2)

Nk
i is the normalized feature-map, F k

i is the input feature-map, µB and �B represent the

mean and variance of a feature-map for a mini batch. To prevent division by zero, ϵ

is added for numerical accuracy. Batch normalization unifies the distribution of feature

map values by setting their mean to zero and variance to one. Additionally, it blurs the
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gradient’s flow and functions as a guiding factor, which, as a result, helps to enhance the

network’s generalization. [36]

Dropout

Dropout promotes regularization within the network, ultimately improving generalization

by skipping certain units or connections with a certain probability. In neural networks,

multiple connections that learn nonlinear relationships sometimes coordinate with each

other, leading to overfitting. This sporadic omission of connections or entities leads to

multiple refined network architectures, and ultimately a representative network with low

weights is selected. This random dropping of some connections or units produces several

thinned network architectures, and fnally, one representative network is selected with

small weights. This selected architecture is then considered as an approximation of all

proposed networks.[36] [37]

1.8 Residual network ( ResNet )

Residual Neural Networks (ResNet) have become the basis for a variety of cutting-edge

deep learning applications. Due to their powerful feature representation capabilities, they

are an important feature extractor in many modern networks. As integrating deeper net-

works into deep learning architectures became popular, models such as AlexNet [38] and

VGG Network [39] gained traction. However, increasing the number of layers leads to a

common problem known as vanishing/exploding gradients. This problem occurs when the

gradients are backpropagated through multiple layers. Due to repeated multiplications,

the gradients can become very small. The authors of ResNet [40] found a solution to this

problem by implementing so-called “skip connections”, which connect the activations of

one layer to the next by skipping one or more layers in between (see figure). The residual

mapping approach made it possible to train networks with more than a hundred layers.

Figure 1.10: ResNet Architecture



1.9. The goal of deep learning : 22

1.9 The goal of deep learning :

The ultimate goal of deep learning is to teach computers to recognize an ideal model

if given a set of unstructured data. The real world is an example of unordered data,

with many of the things that surround us like the sky, trees and people, computers can

recognize without human help.

Deep learning has essentially the same aims as machine learning, which is becoming.

which is becoming increasingly popular in new technologies. But machine learning is

limited in terms of the data it can absorb.

recognize many things in images, but unfortunately it can’t adapt to a 3D world, which

is not in the interest of building autonomous cars. As for deep learning, it offers an

unlimited virtual world for learning, which means that we could theoretically one day

surpass the capacities of the human brain. This is due to the set of algorithms used by

deep learning called neural networks.

1.10 conclusion :

In summary, this chapter provided a comprehensive overview of artificial intelligence (AI),

from its basic principles to its diverse and sophisticated applications. We explored AI’s

impact across various fields, including autonomous vehicles, education, manufacturing,

human resources, cybersecurity, military, home environments, healthcare, and finance.

Foundational concepts in machine learning, such as supervised, unsupervised, and rein-

forcement learning, were discussed alongside the evolution and principles of deep learning.

By examining convolutional neural networks (CNNs) and residual networks (ResNets), we

highlighted significant advancements in AI capabilities. Overall, this chapter underscores

the transformative potential of AI and deep learning in revolutionizing numerous sectors

and solving complex problems, setting the stage for future exploration and development

in the field.



Chapter 2

Biometrics and emotion recognition
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2.1 Introduction

We usually recognize people by their faces, but sometimes also by their voices or hand-

writing, or by the way they move.

In the past, eye contact was the only way to verify the identity of a traveler traveling

from one country to another, a tourist seeking access to a private area, or a shopkeeper

withdrawing money from a bank. This approach is no longer realistic given the increase

in international travel, the need to ensure workplace security, the increase in electronic

banking and the many other changes that now impact our daily lives. Today, a new

type of authentication has emerged that uses automated methods and information and

communication technologies.

(ICT) Identifying someone based on physical characteristics or behavior – biometrics.

Biometrics is a set of technologies used to identify individuals based on physical or be-

havioral characteristics.

These features are processed through some automated process using devices such as scan

engines or cameras.

Unlike information you know or have, biometrics are based on your identity and prevent

copying, theft, forgetfulness or loss. In this chapter, we will focus on some basic con-

cepts and definitions related to biometrics and its various technologies. [41] We know

that emotions have a significant impact on human life. At different moments, a person’s

facial expressions reveal his or her feelings or mood. People produce thousands of facial

expressions when communicating, each varying in complexity, intensity, and meaning.

Emotions or intentions are often conveyed through subtle changes in certain facial fea-

tures. The presence or absence of certain facial movements can alter the interpretation

of facial expressions. Additionally, some facial expressions may look similar but have

different meanings depending on their intensity. Therefore, mastering the nuances of

facial expressions is crucial to understanding nonverbal communication [13]. In our daily

lives and social interactions, we often try to understand the emotional state of others. A

lot of research has been done to equip machines with the ability to recognize emotions.

From a computer vision perspective posture. While some of these methods work very

well in controlled environments, they have limited effectiveness in natural, unrestricted

settings. Psychological research shows that scene context, as well as facial expressions

and gestures, play a crucial role in emotion perception. However, contextual integration
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for automatic emotion recognition has not been thoroughly studied, partly due to a lack

of sufficient data.

2.2 Difinition of boimitry :

The term refers to the technological sector dedicated to the identification of individuals

by their biological characteristics. Automated recognition technologies evaluate the phys-

ical and behavioural characteristics of individuals. Common physical takes into account

fingerprints, hand geometry, retinal and iris characteristics. characteristics of the retina,

iris or face.

2.3 Architecture of biomitric System :

There are always at least two modules in a biometric system: the learning module and the

recognition module. The third (optional) module is the adaptation module. adaptation

module. During learning, the system acquires one or more biometric measurements which

will be used to build a model of the individual. This reference model will serve as a point

of comparison during recognition. The model can be re-evaluated after each use, thanks

to the adaptation module. [42]

2.3.1 Learning:

In the learning process, biometrics are first measured using sensors, This is known as

acquisition or capture. Typically, this capture is not directly stored, but transformed.

This is because the signal contains information that is not required.

only the relevant parameters are extracted. The model is a compact representation of

the signal, which helps in the identification phase, but also reduces the amount of data

to be but also reduces the amount of data to be stored. It’s important to note that the

quality of the sensor.

can greatly affect the performance of the system. The better the quality of the system,

the less pre-processing is required to extract the signal parameters. signal parameters.

[42]

However, quality sensors are generally expensive and their use is therefore limited to
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high-security applications for a restricted audience.

limited to high-security applications for a restricted audience. The model can be stored

in a database, as shown in figure 1, or on a smart card.

2.3.2 Recognition:

During recognition, the biometric feature is measured and a set of parameters. set of

parameters is extracted, as during training. The sensor used must have properties as

close as possible to those of the sensor used during the learning phase. If the properties of

the two sensors are too different, a series of a series of additional pre-processing steps to

limit performance degradation. performance degradation. Further recognition will differ

according to depending on the system’s operating mode: identification or verification.

In identification mode, the system must guess the person’s identity. It therefore answers

a question: ”Who am I? In this mode, the system compares the signal signal with the

various models contained in the database (problem of type 1 : n). In general, when we

talk about identification, we assume that the problem is closed, i.e. everyone who uses

the system has a model in the database. model in the database. In verification mode,

the system must answer a question such as ”Am I who I say I am?

The user proposes an identity to the system, and the system must verify that the

identity is indeed the one proposed. All that needs to be done is to compare the signal

with of the models in the database (1:1 problem).

In verification mode, we speak of an open problem, since we assume that an individual

who has no model in the database (impostor) may seek to be recognized.

Identification and verification are therefore two different problems. Identification can be

a daunting task when the database contains thousands or even millions of identities.

identities, especially when there are ”real-time” constraints on the system. constraints

on the system. These difficulties are analogous to those experienced, for example, by

systems for multimedia document indexing systems. [42]
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2.4 Caracteristic of biometrics:

A biometric characteristic (or trait) is a measurable physical or behavioral behavioral

characteristics of an individual that is distinguishable. It determines how an individual.

individual will be recognized. Each biometric modality has its own strengths and weak-

nesses.

depends on the field of application and sometimes on the population to be be identified.

Ross et al have identified certain requirements that a typical biometric system system

must meet:

• Universality: Any person accessing the system should possess the following For

example, we cannot use the iris as a feature to identify blind people. to identify

blind people. �Uniqueness: To differentiate one individual from another.

• Permanence (stability): Biometric characteristics should be resistant to change

over time.

• Measurability: Biometric characteristics should be quantitatively measurable so

that they can be used to compare two individuals.

• Performance: A practical biometric system must have acceptable accuracy and a

recognition speed that is reasonable in relation to the resources required.

• Acceptability: To what extent are the people who are intended to use the appli-

cation willing to their biometric features to the system.

• Circumvention: Reflects how easy it is to deceive the system by fraudulent meth-

ods. [43]

2.5 Biometric Modalities

The use of biometric for identification and authentication is a highly efficient technique,

as well as a fundamental concept linked to the recognition of individuals biometric char-

acteristics. There are several biometric techniques used in various applications, falling

into three categories:
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2.5.1 Physical biometrics

This is based on particular physical characteristics which, for everyone, are unique and

permanent. Examples of these traits are presented in the following sections :

• Fingerprinting: fingerprint recognition is one of the first biometric first biometric

techniques based on the fact that every person has unique fingerprints [44]. How-

ever, fingerprints are biometric measurements that are poorly accepted by users,

due to their frequent association with criminology.

The term fingerprint refers to the mark left by the grooves and ridges of finger pulps

ridges on a sufficiently smooth surface due to the grease and other impurities that

we carry on our hands. The fingerprint is definitively traced from the 6th month of

pregnancy. It is immutable and unalterable. It is reconstituted identically even in

the event of injury or burns. The pattern formed by fingerprints is unique to each

of us, which explains why they are used to identification. It’s even unique to each

finger. Because the process that leads to the formation of what are also known as

dermatoglyphs. It depends on the expression of genes, but also on external factors

such as the speed growth rate of the fingers or the diet of the foetus. As a result,

even the fingerprints of identical twins will be slightly different.

Figure 2.1: Fingerprint shape

• Hand geometry: Hand geometry involves analyzing and measuring the shape of

the hand. measuring the length, width and height of a user’s hand, and creating

a and create a 3D image. Infrared LEDs and a digital camera are used to acquire

are used to acquire the hand data. [45], this technique offers a reasonable level of

precision and is relatively easy to use [46]. fooled by twins or people with similar

hand shapes. The most common uses of hand geometry include presence registra-
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tion and access control.

and access control. On the other hand, hand geometry capture systems are ge-

ometry capture systems are relatively bulky and heavy, which limits their use in

other applications such as authentication in embedded systems: mobile phones cars,

laptops, etc.

Figure 2.2: The geometry of the hand

• The face: Facial authentication is the most natural method of associating humans

with visual interaction. [47] Recently, different types of cameras and stills cameras

of varying quality and cost have appeared on the market, making it possible to adapt

image quality to the conditions of use. Today, however, it is only when the subject

is stationary and environmental conditions are normal (uniform background, suffi-

cient lighting) that computer systems give good results. If acquisition takes place

in a natural environment, without imposed constraints, performance deteriorates

considerably, as personal variations (glasses, hats, moustaches) or environmental

variations (lighting, distance) are still poorly taken into account by computer sys-

tems. Dans ce cas, une série de prétraitements sont souvent nécessaires avant de

procéder à la reconnaissance. [48]
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Figure 2.3: Enter Caption

• The iris: The iris is the annular region between the pupil and the white of the eye

[49]. Iris recognition is a reliable method, as it is always different (even between

twins, between left and right eyes) and remains stable throughout life. However,

users must place their eyes very close to the acquisition device. [50] Its only draw-

back is its relatively high cost, which is not as suitable for everyday applications.

As a result, its use has been limited to places where security is paramount and even

critical, such as nuclear bases. Iris recognition is also used in the financial sector for

employees and customers, in hospitals and in major airports. [51] A person wishing

to identify himself places his eye a few centimetres from the sensor, and the iris

image is taken by a camera. Features are then extracted from the iris image and

compared with those stored in the database.

Figure 2.4: Detail of the iris (b) location of the iris

• The retina: The retina is a thin layer of cells at the back of the vertebrate eyeball.
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It is the part of the eye that converts light into nerve signals.

The principle of retinal biometry is to capture and analyze blood vessel patterns on

the thin nerve at the back of the eyeball, which processes light entering the pupil.

Retinal biometry also provides a high level of recognition. This technique is used

for very high security applications: for example, in military or nuclear applications

[52], the characteristics of the retina are linked to the geometric configuration of

the blood vessels.

The technique uses specialized equipment and a beam to illuminate the back of the

eye.

The systems identify up to one hundred and ninety-two reference points. Certain

health risks have been revealed and limit the use of this technique to very sensitive

premises. [53]

Retinal acquisition systems are expensive. The eye must be located very close to

the reading head, and the user must look at a specific point for several seconds.

This method is therefore poorly accepted by the general public.

Figure 2.5: Recognising the retina

2.5.2 Behavioral biometrics

It is based on the analysis of certain behaviors of a person, such as the trace of his

signature, the imprint of his voice, his gait and the way he types on a keyboard.

• Voice: This modality allows us to analyse and recognise the human voice. It is

recorded by a microphone and transcribed into machine-readable text. Several

characteristics resulting from this modality (such as tone, frequency, harmonics,

speed and rhythm, etc.) are then extracted and compared with those already

stored in a database in order to confirm or deny the identity of a speaker. [54]
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A telephone or microphone can be used as an acquisition device, making this

technique relatively cheap and easy to implement. However, it is sensitive to voice

changes due to age, cold, etc. In addition, the speech recognition system may

fail in noisy environments (low signal-to-noise ratio). It can also be sensitive to

attacks (e.g. feedback of the voice signal to the system). [55]

This modality is used in many applications, including computer voice dictation

applications, law enforcement by police, spy agencies and telephony. But this

modality finds limits because of the big difference between formal language, which

includes and uses machines, and the natural language that humans use. The

challenge is to find a compromise between these two languages. [56]

Figure 2.6: Voice recognition image

• Signature: Signature-based identification is an automatic method for measuring

people’s signatures. This technique is considered one of the first used in the field of

biometrics. It is generally based on the fact that the user signs with an electronic

pen on a graphic palette and at the same time it examines the set of dynamics

such as the speed, direction, and pressure of the writing, the time during which

the pen is in contact with the paper, the time taken to make the signature and

the positions where the pen is raised and lowered on the paper. [57] Signing is a

behavioral biometric that changes over a period of time and is influenced by the

physical and emotional conditions of the signers. Some people’s signatures vary

considerably.
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Figure 2.7: Image signature

• Gait: The way a person walks can distinguish them from others. In a recognition

system using this modality, we seek to identify an individual by the way they walk

and move while analyzing video images of the candidate’s walk. [58]

It is therefore a remote mode of identification. People show different traits as they

walk, such as body posture, distance between the two feet, position of joints like

knees and ankles, and pivoting angles [59], which contribute greatly to their iden-

tification.

This mode is particularly well suited to video surveillance applications. The per-

formance of gait-based systems is not sufficiently acceptable, as it is affected by a

number of factors, including choice of footwear, nature of clothing, leg reach, walk-

ing surface and so on.s of the signers. Some people’s signatures vary considerably.

Figure 2.8: Images of the walking

• Keyboard typing dynamics: Keyboard typing dynamics is a characteristic of

the individual, and is the transposition of graphology to electronic means. It’s a

method based on the way you use or type on a keyboard. The parameters taken
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into account are generally the duration between keystrokes, the frequency of errors

and the duration of the keystroke. It also depends on the person’s physical and

psychological state (age, illness, etc.). This will vary the quality of the f rappe. [60]

Figure 2.9: Enter Caption

2.5.3 Biological biometry

These biometric methods are based on :

• DNA: is a biological fluid which is analyzed by simple methods such as blood

group, protein or enzyme analysis. Most of these analyses were quickly abandoned

in favor of DNA profiling, also known as DNA fingerprinting, given its high discrim-

ination and robustness. The most common DNA analysis is based on short tandem

repeat sequences, also known as microsatellites or STRs (Short Tandem Repeats),

which are not part of the protein-coding parts and have distinctive characteristics.

DNA represents a major advance in forensic science for the identification of un-

known persons or for the purpose of determining the source of biological samples

left at crime scenes. [61]

Figure 2.10: DNA Representation
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• Body odor: Every human body gives off an odor that characterizes its chemical

composition and could be used to distinguish different individuals [62]. A person’s

primary odor contains constituents that are stable over time regardless of diet or

environmental factors. Secondary odor contains constituents that are present as a

result of diet and environmental factors.

environmental. Third odour contains constituents that are present due to the influ-

ence of external sources (i.e. lotions, soaps, perfumes). For individual identification

by human odour, the primary odour must have constituents that are stable over

time. The compounds present in extracts of male and female axillary secretions con-

taining the characteristic odours present in the axillary region have been isolated

and identified.

• The shape of the ear: Recognition of the human ear is a new biometric tech-

nique. The French criminologist Bertillon was the first to suggest that people could

be identified by the shape of their outer ear. A little later, the American policeman

Iannarelli proposed the first auditory recognition system based on twelve charac-

teristics.

Iannarelli experimentally found that ten thousand ears were different even in iden-

tical twins . [63] Ear biometrics has been used in many government systems such

as forensics, security and law enforcement. [64] In fact, the ear has attracted the

interest of the biometrics community because of the following advantages: Firstly,

its size speeds up the recognition task and increases its efficiency. Secondly, the

ear has a uniform colour distribution, which ensures that the relevant information

is retained when converted to a greyscale image. Thirdly, the ear does not require

a great deal of collaboration from the user. [64] Ear biometrics is therefore a good

choice because it offers a good compromise between accuracy and cost. Ear bio-

metrics has been used in many government and commercial applications, such as

forensics and security. For example, in the United States, an ear classification sys-

tem based on manual measurements has been in use for over 40 years. In addition,

the US Immigration and Naturalization Service provides specifications indicating

that the right ear must be visible. [64]
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• Lip shape: The lip is the tactile sensory organ that forms the visible part of

the mouth. Studies have shown that the grooves of human lips are unique to

each person and can therefore be used for human identification. [65] Lip shape

characteristics have been widely used in forensic medicine by experts and by law

for human identification. The challenge of using the lip as a biometric lies in the

area of uniqueness and circumvention. The use of the lip as a means of human

identification was first proposed through the concept of lip prints.

Figure 2.11: Exemple of lips detection [?]

• Vein biometrics: It has long been thought that the vein pattern in human

anatomy might be unique to individuals. As a result, vein scanning over the years

has enjoyed several successes, with wrist network scanning and, more recently,

finger scanning. This technique uses a ”palmar venous network scanner”; to be

identified, it is necessary to place the affected area above the reader. This is the

model used by the vein network to retain characteristic points. [61] Vein biometry

is considered a reliable and robust modality, as the overall structure of the veins

does not change over time (with the exception of certain changes due to vein dila-

tion or pathological cases). Spoofing biometric systems using veins can be difficult,

but recent experiments have shown that the modality can be imperfect, particu-

larly when identification and authentication are carried out in unsupervised mode

(absence of human control).
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Figure 2.12: Image of the vein configuration system

2.6 Emotion Recognition:

The goal of human emotion recognition is to automatically classify a user’s temporal

emotional state based on input data. While there are numerous definitions of emotions,

it can be broadly defined as a reaction to stimuli lasting seconds or minutes. Mood refers

to an emotional state that lasts for hours or days, and personality is an inclination to feel

certain emotions. We use the term ’emotional state’ to refer to a person’s current state,

regardless of whether it originates from stimuli, mood, or personality [3]. The question

remains: Are feelings hardwired within us, or do they change according to the situation

and environment we are in? For example in Figure 1 there are 2 people doing a common

activity ‘reading a book’. When we pose the question: what are they feeling or thinking?,

we get different answers for each of the person. We perceive those differences due to their

surroundings. The person in Figure 1.a is reading in the park, and by the looks of his

posture and the clothes he is wearing, he seems to be in a relaxed mood; whereas the

person in Figure 1.b is reading in an office and his formal clothes along with his posture

gives us the impression that he is in work mode. However, observe that both of them are

engaged in their respective tasks. We see here that the difference of perception in their

emotional state is caused by multiple reasons, but their surrounding environment plays

and important part .
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Figure 2.13: Two people doing the same activity of reading a book in different surround-
ings. Depending on their surroundings, their perceived emotional states are different

2.7 Sources of Information for Emotion Recognition

In our daily lives, we are surrounded by a multitude of things. Depending on the place and

occasion, we encounter various inanimate objects such as utensils, furniture, machines,

vehicles, infrastructure, and natural elements. Additionally, we are surrounded by people

like colleagues, friends, and family, depending on the circumstances, location, and time

of day. As a result, each person’s environment is unique and constantly changing. These

surroundings can influence a person’s emotional state in many ways. Consequently, an

observer’s perception of someone’s emotional state is also significantly affected by these

diverse situations. Here, we identify and discuss some sources of context that we can

perceive through our vision.

2.7.1 Face Pose:

Facial expressions have always been the primary source for identifying emotions and

remain a central focus in emotion recognition research. The visibility and orientation of

the face provide varying types of information for recognizing emotions. For example , in

Figure 2, the same facial expression is shown with nine different face poses. When viewed

separately, each image presents unique visual information.
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Figure 2.14: Visual information for emotion recognition changes with the change in face
poses, for a fixed facial expression

2.7.2 Body Posture:

One of the more effective way of communication includes the way one displays his body

posture. For example, when the faces in Figure 3 are seen independent of their associated

body pose, the emotion perceived is Disgust.

Figure 2.15: Keeping the facial expression fixed, the body posture influences the perceived
emotion of the person

However, the perception of emotion changes based on different body postures. When the

same facial expression is combined with different body contexts, emotions such as anger

(Figure 3.b), sadness (Figure 3.c), and fear (Figure 3.d) are perceived. This has been

experimentally demonstrated, showing the influence of body pose on emotion perception.
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These examples suggest that body posture is a crucial context for emotion perception

and should be included in the emotion recognition process.

2.7.3 Hand Gestures :

Hand gestures are an essential aspect of body posture. Here, we examine their influence

on emotion perception while keeping both facial expression and body posture constant.

The gestures we use, often chosen subconsciously through experience, enhance the ex-

pression of our feelings. A simple hand movement can significantly affect how we perceive

a person’s emotions. As illustrated in Figure 4, which is similar to Figure 3, the same

facial expression combined with different hand gestures can lead to different emotional

interpretations. For example, there is a stark contrast between gestures 1 and 4: ges-

ture 2 indicates positive approval, whereas gesture 5 suggests rejection or disapproval.

Gestures provide important context for understanding emotions. Additionally, there are

comprehensive surveys on gesture recognition, particularly focusing on hand and facial

gestures.

Figure 2.16: Five different hand gestures suggesting distinct emotions (Link)

2.7.4 Visual Scene:

We travel to different places, cities, or countries to explore new towns, their unique

features, people, food, and culture. While walking through a new village or neighborhood,
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we encounter various sights. We might see a building that is unfamiliar or familiar but

with a different architectural style. Sometimes, streets or shops remind us of our own

neighborhood or something from our past. Such experiences evoke new feelings and

generally make us happy. However, there are times when situations or scenes can be

disturbing or annoying, causing feelings of sadness, anger, or fear. For instance, walking

through a deserted street in an unfamiliar town at night, with complete darkness and

silence, can be frightening. This visual scene directly impacts a person’s emotions. Our

perception of our surroundings strongly influences our emotional state, as the visual

environment provides comprehensive information on the contexts affecting our feelings.

2.7.5 Role of Context in Emotion Recognition:

The place and/or the social situation that the person finds himself affects his emotional

state and also influences the manner in which his feelings are perceived by an observer.

The context of the situation is an important aspect while analysing people’s feelings.

Despite research focusing on facial expression and body pose, there is ample researchs

work that asserts the importance of context in emotion perception. We try to understand

the role of context through visual example shown in Figure 2.17

Figure 2.17: Examples showing people with different facial views, along with their body
posture and the surrounding scene.

There are two columns: ”Face/Head, Body” and ”Person in Context.” Figures 2.17.a and

2.17.b illustrate examples of people whose faces and bodies are immersed in different

situations.
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In Figure 2.17.a, only the profile of the person’s face is visible, making it difficult to

determine their feelings. When their body posture is visible (second column, Figure

2.17.a), we get more information, indicating that the person is looking away towards

something or someone, suggesting they are paying attention, but it’s still insufficient to

discern their emotions. Only when we see the entire scene (third column, Figure 2.17.a)

does it become clearer that the person is in a meeting room, paying attention to someone

speaking, likely feeling engaged in the activity. Figure 2.17.b presents an even more

challenging scenario.

We see only the back of the person’s head (first column), which provides no information

about their emotional state. The body posture (second column) reveals part of the story,

but it’s only the whole image (third column) that gives a fuller, richer picture. We see

the boy is playing with other kids, likely in a state of anticipation. This demonstrates

that context is essential for predicting emotions when the face is not visible or is partially

obscured. Even when the face is completely visible, the contextual cues in the visual

scene heavily shape our emotional perception. This clearly shows how context affects

a person’s emotional state and is equally important in estimating a person’s emotions.

Context not only alters our perception of someone’s emotional state but also impacts

what the person is actually feeling.

2.8 Emotion Representation Format :

Automatic emotion recognition algorithms must capture the complex emotional states

displayed by humans. Emotions can be described in various ways. Here, we highlight the

most commonly used representation formats:

1. Free Form: The emotions are described in the form of sentences and para-

graphs using words and phrases used in our daily lives. This text carries

information about the underlying affective states which is usually reflected in

the usage of certain words or grammatical alternatives. There have been at-

tempts in figuring out the best representation form for the emotions described

in Free Form by building markup languages [66].

The HUMAINE database is an example where the authors tried to bridge the

gap between emotion elicitation and it’s annotation [67].
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2. Affect Dimensions: The emotions are indicated using scales based on differ-

ent affect terminologies. For example, Cowen and Keltner [2017] use 12 affect

dimensions while gathering emotional experiences.[68] Annotators (or workers

who are paid to do such tasks) report their experiences on a given scale (an

example of such a scale would be the Likert scale (Likert [1932])) for each of

those 12 affect dimensions.[69] Another, very popular approach is to use 3 in-

dependent affect dimensions (introduced by Mehrabian [1995]). [70] The three

dimensions are viz. Valence, Arousal and Dominance. Valence measures how

positive or pleasant an emotion is, ranging from negative to positive; Arousal

measures the agitation level of the person, ranging from non-active / calm

to agitated / ready-to-act; and Dominance measures the control level of the

situation by the person, ranging from submissive / non-control to dominant /

in-control [67]

3. Emotion Categories:Emotions are represented in a discrete form using spe-

cific words that describe their characteristics. Darwin [1998] was the first to

propose the permanence of human expressions, suggesting that human emo-

tions are universal and can be categorized into distinct emotion categories like

Fear and Anger based on facial expressions [71]. Du et al. [2014] introduced

a set of 21 facial emotion categories, defined as various combinations of basic

emotions, such as happily surprised or happily disgusted [72]. This catego-

rization allows for a more detailed understanding of expressed emotions. After

numerous studies over several decades, modern psychologists and neuroscien-

tists also support the discrete categorization of emotions (Ekman and Friesen

[1969] , Izard [1971]).[73] , [74]



2.9. CONCLUSION : 43

2.9 CONCLUSION :

We have seen that biometrics is increasingly becoming an indispensable tool for identi-

fying people in a wide range of applications. It is taking its place as the number one

method of authentication. It is gaining its place as the number one means of authenti-

cation. However, a number of challenges remain, such as attacks on biometric systems.

Nevertheless, the future of biometrics for authentication and personal identification is

promising. This chapter provides a general introduction to biometrics. It is an intro-

ductory chapter for the following chapters. We have therefore introduced the various

concepts of this biometric field and given an overview of the characteristics of a biometric

system as well as some widely used modalities.



Chapter 3

Result and discussion
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3.1 Introduction

In this section, we present the experimental results of our approach for emotion expression

recognition using a convolutional neural network model. Our study aims to evaluate

the efficacy of our approach in verifying Emotion expression detection and the relation

between object and Context. We present a comprehensive analysis of the performance of

our approach in terms of recall, precision, and accuracy. Furthermore, we describe the

experimental protocol used, which includes the datasets used, effect hyperparameters,

and their fine-tuning. Finally, we present a detailed discussion of the obtained results,

highlighting their significance and practical implications.

3.2 Performance Evaluation

Performance evaluation in deep learning refers to the process of assessing how well a

deep learning model performs on a given task. It involves various metrics and techniques

to measure the effectiveness, efficiency, and generalization ability of the model. Here are

the key components involved in our performance evaluation:

• Accuracy we can define accuracy as a measure of the capability of classifying the

samples correctly, which is expressed as follows:

Accuracy =
TP + TN

TP + TN + FP + FN
× 100 (3.1)

• True Positive (TP): the Emotion nature of sample is recognized by the marker.

• True Negative (TN) : for eg : the sample is Angry , and the marker detects it.

• False Positive (FP): the sample is happy , but the marker detects it as Angry.

• False Negative (FN): the sample is Angry but recognized by the marker as

happy.
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• Recall (aka Sensitivity) is a measure of the proportion of true positive cases

that the model correctly In other words, classified as positive is a measure of the

percentage of true positive cases that correctly identified a binary classification

model using the ratio of true positive cases to the sum of true positive cases and

false negative cases used.

Sensitivity =
TP

TP + FN
(3.2)

FN : False negative.

TP : True positive.

• Precision: the probability of normal samples being correctly identified.

Sensitivity =
TP

TP + FP
(3.3)

FP : False positive.

3.3 Loss Functions:

In the context of deep learning models, loss functions, also known as cost functions or

objective functions, are mathematical constructs that quantify the disparity between the

predicted output of the model and the actual target values. They play a crucial role in

the training process by providing a metric for optimization algorithms, such as gradient

descent, to minimize. This minimization guides the adjustment of model parameters to

enhance predictive accuracy. Commonly used loss functions include Mean Squared Error

(MSE) for regression tasks and Cross-Entropy Loss for classification tasks, each tailored

to specific types of predictive tasks to ensure optimal model performance.

3.3.1 Criterion for Emotion Categories (Ldisc):

In our emotion recognition task, we have defined 26 distinct emotion categories. Each

individual in the EMOTIC dataset can be associated with multiple emotions. This means

that there are 26 possible emotion categories, and each input can receive multiple labels,
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making this a multiclass-multilabel problem. Additionally, there is an inherent class

imbalance, as the number of training examples varies across emotion categories and scores

on the continuous dimensions. To address this, we employ a weighted Euclidean loss,

which we found to be more effective than using Kullback-Leibler divergence or a multi-

label multi-classification hinge loss.

The weighted Euclidean loss for our emotion categories is defined as follows:

Ldisc =
1

N

N∑
i=1

wi

(
ŷdisci − ydisci

)2 (3.4)

3.3.2 Criterions for Continuous Dimensions (L2cont,SL1cont):

In this learning task, there are three dimensions with values that need to be learned.

Each dimension has values ranging from 1 to 10, so we approach this task as a regres-

sion problem. For the validation and test sets, multiple annotators provide annotations.

Since the annotation is based on subjective evaluation, we assess performance using two

different robust loss functions:

L2 cont =
1

♯C
∑
k∈C

vk
(
ŷcont
k − ycont

k

)2 (3.5)

where

• C = (V alence, Arousal,Dominance) and ♯C = 3

• ŷcont
k and ycont

k are the prediction

• the normalized ground-truth for the kth dimension

• vk(= 0, 1) is a binary weight to represent the error margin

A margin Euclidean loss L2cont :

The first method establishes a margin of error (vk) when calculating the loss, within

which the error is disregarded. This margin Euclidean loss for the continuous dimension

is defined as:
vk = 0, if

∣∣ŷcont
k − ycont

k

∣∣ < ϵ

= 1, otherwise
(3.6)
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the Smooth L1 SL1cont:

The Smooth L1 loss calculates the absolute error, using the squared error if the error is

below a certain threshold (set to 1 in our experiments). This loss function has been widely

used in object detection ([75]) and, in our experiments, has proven to be less sensitive to

outliers. Specifically, the Smooth L1 loss is defined as follows:

SL1 cont =
3∑

k=1

vk

 0.5x2
k, if |xk| < 1

|xk| − 0.5, otherwise
(3.7)

3.3.3 Combined Criterions (Lcomb1, Lcomb2):

We define the combined loss function as a weighted combination of the two distinct losses

described above:

Lcomb 1 = λdisc Ldisc + λcont L2 cont (3.8)

Lcomb 2 = λdisc Ldisc + λcont SL1 cont (3.9)

The parameters λ(disc, cont) determine the importance of each loss and are set empiri-

cally using the validation set. After testing various combinations, we found that setting

λdisc =λcont =0.5 yields the best performance. Equal weights ensure equal importance to

both criteria, preventing bias toward any particular task. Ldisc and Lcont (L2cont, SL1cont)

correspond to the losses for learning emotion categories and continuous dimensions, re-

spectively. This combined loss criterion is used to implement multi-task training compu-

tationally. It calculates the loss for both tasks and backpropagates it through the model

during training. This approach allows the model to generalize its performance by learning

the parameters in a shared manner.

3.4 Performance Evaluation Metrics:

The task of learning emotion categories is modeled as multi-class classification, and the

continuous dimension learning task is modeled as regression. That is why we measure

the performance of our fusion model using two different evaluation metrics.
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3.4.1 Average Precision (AP):

For this evaluation metric, we first determine the threshold for each emotion class of

the validation set predictions. After the model enters evaluation mode, the forward

pass generates 26 predictions for samples in the validation set - probabilities for the 26

emotion classes. We collect all such predicted probability values for all validation set

samples. Next, for each emotion class, its predictions for all samples are used along

with the labels to plot a precision-recall curve [76]. For each of these 26 curves, we find

a point where precision = recall, which is the threshold for that particular class. We

now have 26 thresholds for the 26 emotion classes. These thresholds are then applied to

the model’s predicted probabilities for the test set samples. For example, if we iterate

forward through the test set samples, the model predicts 26 values for the emotion class.

If the predicted value is above its respective threshold, this indicates that the model is

more likely to trigger that emotion class. Similarly, we apply the threshold to all the test

set samples to find the predicted emotion class for each sample. In addition to this, to

measure the performance of the model as a whole, we take the predicted probabilities of

the test samples and their respective labels and find the precision-recall curves for each

emotion class. The area enclosed by these curves (for each emotion class) represents the

so-called average precision. This metric represents the average performance of the model

for the emotion class and can take values between 0 and 100, where 0 represents precision.

Both precision and recall are zero and 100 represents perfect recall and precision.

3.4.2 Average Absolute Error (AE):

The continuous dimension task is a regression and we use mean absolute error (AE) to

measure their performance. The error for a given continuous dimension is the absolute

difference between its predicted value and the target value. An error will be considered

for calculation only if it is below a predefined error bound. Such errors will be averaged

over all inputs for each continuous dimension. This performance measure is similar to

the continuous dimension criterion, except that we consider absolute values   instead of

squares. Hence AE is calculated as follows:

AE =
1

C
∑
k∈C

vk
∣∣ŷcont

k − ycont
k

∣∣ (3.10)
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where C = (V alence, Arousal,Dominance), ŷcont
k and ycont

k cont are the prediction and

the normalized ground-truth for the kth dimension, m is the number of samples and

vk(= 0, 1) is a binary weight to represent the error margin. This error is also weighted in

the same manner as the loss criterion.

This AE vector is the metric to represent the average performance of the model for the

continuous dimensions. Lower the AE, better the performance.

3.5 Real time Object detection:

3.5.1 YOLO V3:

You Only Look Once (YOLO) could be a viral and broadly utilized calculation [77].

YOLO is popular for its object detection characteristic. In 2015, Redmon et al. gave

the presentation of the primary YOLO adaptation [78]. Within the past a long time,

researchers have published a few YOLO consequent adaptations depicted as YOLO V2,

YOLO V3, YOLO V4, and YOLO V5 [79]-[80]. There are many revised-limited forms,

such as YOLO-LITE [81]-[82].

3.5.2 Bounding Box:

our system predicts bounding boxes utilizing measurement clusters as stay boxes [83].

The arrange predicts 4 arranges for each bounding box, tx, ty, tw, th. In case the cell is

balanced from the best cleared out corner of the picture by (cx, cy) and the bounding

box earlier has width and tallness pw, ph, at that point the forecasts compare to:

bx = σ(tx) + cx

by = σ(ty) + cy

bw = pwetw

bh = pheth

Amid preparing we utilize whole of squared blunder misfortune. In case the ground truth

for a few facilitate forecast is tˆ * our angle is the ground truth esteem (computed from

the ground truth box) short our expectation: tˆ * − t* . This ground truth esteem

can be effortlessly computed by rearranging the conditions over. YOLOv3 predicts an

objectness score for each bounding box utilizing calculated relapse.
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This ought to be 1 on the off chance that the bounding box earlier covers a ground

truth question by more than any other bounding box earlier. In case the bounding box

earlier isn’t the finest but does cover a ground truth protest by more than a few limit we

disregard the expectation, taking after [84]. We utilize the limit of .5. Not at all like [84]

our framework as it were allots one bounding box earlier for each ground truth question.

On the off chance that a bounding box earlier isn’t alloted to a ground truth question it

causes no misfortune for arrange or course expectations, as it were objectness.

Figure 3.1: YOLO V3 Bounding boxes with dimension priors and location prediction.

3.6 ResNet50 Pytorch:

ResNet (Residual Network) is a deep convolutional neural network architecture devel-

oped by Kaiming He et al. in 2015. It is known for its ability to train deep neural

networks with up to hundreds of layers without suffering from the vanishing gradient

problem that can occur in traditional deep networks. The key innovation of ResNet is

the use of residual connections, which allow information to flow directly from one layer

to the next, bypassing the intermediate layers. This helps solve the problem of vanishing

gradients by providing a shortcut for the gradients to flow back through the network.

ResNet consists of a series of convolutional layers and several residual blocks. Each

residual block contains two or more convolutional layers and has shortcut connections

that bypass the intermediate layers. The output of each residual block is added to the

input of that block before being passed to the next block in the network.

There are several variants of ResNet, including ResNet-18, ResNet-34, ResNet-50, and

ResNet-152, which differ in the number of layers and the size of the filters used in the
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convolutional layers. ResNet-50, as illustrated in the figure, is one of the most popular

architectures, with 50 layers and a combination of 3x3 and 1x1 filters. It includes an

initial 7x7 convolutional layer followed by a max pooling layer and multiple residual

blocks. Each residual block in ResNet-50 is structured with a series of 1x1 and 3x3

convolutional layers.

ResNet has achieved state-of-the-art results in various computer vision tasks, including

image classification, object detection, and semantic segmentation. Its ability to train

deep networks has made it a popular choice for many applications in both industry and

academia.[85]

The figure 3.1 illustrates the basic model of ResNet-50 implemented in PyTorch, show-

ing the detailed arrangement of convolutional layers, residual blocks, and the overall

architecture of the network.

Figure 3.2: Deep architecture of ResNet- 50 Pytorch



3.7. Work Environment: 52

3.7 Work Environment:

3.7.1 Hardware Environment:

In this section, we describe the hardware environment used for our experiments. The

system configuration includes various components essential for the performance and pre-

cision of our results we use high performance graphic card.

.graphic unit: NVIDIA Quadro RTX A5000 [24GB, 8192 CUDA]

3.7.2 Software Environment:

•• Tensorflow : Google’s Brain team developed a deep learning framework called

TensorFlow, which supports languages such as Python and R and uses data flow

graphs to process data. This is very important because as you build these neural

networks, you can watch the data flow through the neural network. TensorFlow

machine learning models are easy to build, can be used for robust machine learning

production, and enable powerful experimentation for research. With TensorFlow,

you also get TensorBoard for data visualization, which is a big package that often

goes unnoticed. TensorBoard simplifies the process of displaying data visually when

working with your stakeholders. You can also use the R and Python visualization

packages.

• Keras: Keras was originally developed by Francois Chollet, with over 350,000

users and over 700 open source contributors, making it one of the fastest growing

deep learning framework packages. Keras supports high-level neural network API,

written in Python. What makes Keras interesting is that it runs on top of Ten-

sorFlow, Theano, and CNTK. Keras is used in several startups, research labs, and

companies, including Microsoft Research, NASA, Netflix, and Cern.

• Scikit learn: scikit-learn is an open source machine learning library written in

Python [86]. It allows the easy and fast integration of machine learning methods

into Python code. The scikit-learn library comprises a wide bandwidth of methods

for classification, regression, covariance matrix estimation, dimensionality reduc-

tion, data pre-processing, and benchmark problem generation.[87]

• Paddle Paddle: PaddlePaddle, short for PArallel Distributed Deep LEarning, is

an open-source deep learning platform developed by Baidu. It provides a compre-
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hensive suite of tools and libraries to support various AI tasks such as computer

vision, natural language processing, and speech recognition. PaddlePaddle is de-

signed to be highly efficient and scalable, making it suitable for both research and

industrial applications. The platform includes over 130 pre-trained models, en-

abling users to quickly build and deploy AI applications.[88]

• Caffe: Caffe provides a complete toolkit for training, testing, finetuning, and de-

ploying models, with well-documented examples for all of these tasks. As such, it’s

an ideal starting point for researchers and other developers looking to jump into

state-of-the-art machine learning. At the same time, it’s likely the fastest available

implementation of these algorithms, making it immediately useful for industrial

deployment. [89]

• Onnx: The Open Neural Network Exchange (ONNX) [90] is an open ecosystem

that allows AI developers to choose the right tools as their projects evolve.

ONNX provides an open source format for AI models (both deep learning and

traditional machine learning). ONNX defines the computational graph of a deep

learning model and the various operators used in the model. It provides a set of

specifications for converting models to the base ONNX format, and another set of

specifications for getting models out of ONNX form. At a high level, ONNX is

designed to enable framework interoperability. There are many excellent machine

learning libraries in many different languages: PyTorch , TensorFlow , MXNet ,

and Caffe are just a few that have become very popular in recent years, but there

are many more. Machine learning models can be converted to the serialized ONNX

format, which can then be run on a range of devices.

ONNX Runtime is an inference engine written in C++.framework used to deploy

ONNX format models into production. It works on diverse hardware and support

both deep learning as well as traditional machine learning models. [91]

• PyTorch: With the release of PyTorch in 2016, Facebook (Meta) introduced a

framework that had the benefits of being both user-friendly and efficient [92]. Py-

Torch is a Python library that allows the user to have a flexible code base that can

be adapted to new features, while still maintaining efficiency through precompiled

C++ code. PyTorch also has a straightforward 11 way of converting its models

to CoreML by using the Python library coremltools. However, for a framework
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where the model can be manually configured, trading speed is acceptable in many

cases. Today PyTorch is used in many repositories as the main framework for their

implementation.

3.8 Proposed approach :

Figure 3.3: Proposed model for emotion recognition in context jointly the discrete cate-
gories and the continuous dimensions.

Figure 3.4: Approach model for emotion recognition in context jointly the discrete cate-
gories and the continuous dimensions
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The proposed CNN architecture for emotion recognition in scene context consists of three

main modules: the body feature extraction module, the image feature extraction module,

and the fusion network. The body feature extraction module takes the visible part of

the person’s body as input, generating body-related features that include important

cues like face and head aspects, pose, and body appearance. This module is pre-trained

on the ImageNet dataset, which is object-centric and includes categories related to

people. The architecture of this module is based on a one-dimensional filter CNN with

16 convolutional layers that use 1-dimensional kernels alternating between horizontal

and vertical orientations, effectively modeling 8 layers using 2-dimensional kernels. A

global average pooling layer is used to reduce the features of the last convolutional layer,

and batch normalization layers are added after each convolutional layer to avoid internal

covariate shift and speed up training with Rectified Linear Units (ReLU).

The image feature extraction module takes the entire image as input and generates

scene-context features. These features encode the scene category, its attributes, objects

present in the scene, and the dynamics between other people present. This module

used pre-trained with the scene-centric Places(Place-365) dataset to capture contextual

features. Its architecture is similar to the body feature extraction module, also based

on the one-dimensional filter CNN with 16 convolutional layers, global average pooling,

and batch normalization.

The fusion network combines the features from both the body and image feature

extraction modules. It performs fine-grained regression for two types of emotion rep-

resentations: discrete emotion categories and continuous emotion dimensions (Valence,

Arousal, Dominance). The fusion network includes two fully connected (FC) layers. The

first FC layer reduces the dimensionality of the combined features to 256. The second

FC layer learns independent representations for each task, with the output branch-

ing into 26 units for discrete emotion categories and 3 units for the continuous dimensions.

Preparing the model for the train:

This step involves modifying the model parameters to adapt to our selected database. To

achieve optimal results, we have pretrained the model multiple times. The key parameters

set for learning are : batchsize, epoch, activation function, optimizers, loss function .
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1. Batch-size: Batch size refers to the number of samples used in each iteration.

Selecting the appropriate batch size ensures a sufficiently stable estimate of

the gradient for the entire dataset. We conducted several experiments to

determine the optimal batch size for our context.

2. Epoch: The total number of learning iterations, defined as a criterion, is set

to 300 epochs.

3. Activation function: In a neural network, this determines how the weighted

sum of inputs is converted into the output from one or more nodes in a layer.

4. Optimizer: An optimizer is an algorithm or method used to adjust the at-

tributes of your neural network, such as weights and learning rate, to minimize

losses.

3.9 EMOTIC Dataset :

The EMOTIC dataset was created in two versions:

1. The first version had a total of 18,316 images annotated. There are images

with more than one person, and usually these people are also annotated with

emotional labels. So there are 23,788 people in total, each with their own

annotations. After splitting the dataset into training (70%), testing (20%),

and validation (10%), each person in the test set was annotated by 2 addi-

tional different annotators. This additional annotation was done to provide a

comprehensive test set of images with labels from several different annotators.

This created a larger term base created by each person, which made it more

efficient to test the model after training.
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Figure 3.5: EMOTIC Dataset split

2. The second version added 44% more people to the previous set, with a final

count of 34,320 people in 23,571 images. All newly added instances in the

test set were also annotated with 2 additional annotators, similar to the pre-

vious version. In order to thoroughly analyze the annotator agreement, each

annotation in the validation set was annotated with 4 additional different an-

notators. Since the validation set contains more images compared to the test

set, it provides more explicit content for performing inter-annotator agreement

analysis.

The creation of EMOTIC involved several stages for both versions, some of which were

iterative. It started with collecting images while creating the format for expressing emo-

tions. Both stages influenced each other a lot.

3.9.1 Image Data Collection :

EMOTIC is an image-based dataset whose main subject is people. Therefore it is natural

for us to look at currently available datasets that have similarities to the features we need

in our dataset. Another important aspect is to collect only images where the location

of the subject (in our case, the person) in the image is available. Figure 3.1 shows an

example of this. When generating annotations, the subject must be located and the image

must be localized so that it can be distinguished from the context to avoid ambiguity.
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Figure 3.6: Example images from EMOTIC: The person-in-context is enclosed in a rect-
angular bounding-box.

The images in EMOTIC from the following 3 sources :

• COCO (COmmon objects in COntext ) : COCO is an extensive dataset

for object detection, segmentation, and captioning. It includes images with cor-

responding bounding boxes for the objects within them. There are 80 annotated

object categories, complete with bounding boxes and segmentation masks, includ-

ing people. We filtered COCO for images containing only people and added these,

along with their associated metadata (including bounding boxes), to our collection.

• the Internet using the search engine : We used search engine Like Google to

search with terms from our curated list of emotion categories and collected images

that met the desired criteria. The people in these images were manually localized

using bounding boxes and then included in our collection.

• ADE20K (Scene Parsing Benchmark) ADE20K is a scene parsing dataset

with detailed annotations of objects and their parts. We extracted images con-

taining people from ADE20K and added them to our collection, including their re-

spective bounding boxes. they divided the images into three sets: Training (70%),

Validation (10%), and Testing (20%) maintaining a similar affective category dis-
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tribution across the different sets.[93]

3.9.2 Caracteristic of EMOTIC dataset :

1. Appearance of Subjects: The images of people in EMOTIC are natural and

not staged (as they might be in laboratory settings). They are not limited by

facial expressions, head pose, or body postures.

2. Presence of Context: The background or surrounding environment is in-

cluded in the images and is not confined to any specific location or setting.

The images can depict any place, viewpoint, or social situation. People may be

engaged in various activities and can have any objects around them, including

other people.

3. Extensive Emotion labels: The subjects are labeled with a comprehensive

range of emotions. These emotion representations are clear and cover the

broadest spectrum of human emotions. The apparent emotions of individuals

are depicted through a combination of 26 detailed discrete emotion categories

and 3 continuous dimensions. [94]

Transforming DATA :

These techniques help to simulate different lighting conditions and orientations that the

model may encounter in the real world, thus aiding in the development of a more robust

and accurate emotion recognition system.

• Random Horizontal Flip: This augmentation technique mirrors the image along

the vertical axis, effectively doubling the dataset size with mirrored versions of each

image. It is particularly useful for datasets that do not have a fixed horizontal

orientation.

• Color Jitter: This technique randomly alters the brightness, contrast, and satu-

ration of images within specified ranges. For this project, all three attributes are

adjusted by a factor of 0.4. This helps the model become robust to variations in

lighting and color saturation that may occur in real-world scenarios.



3.10. Emotion representation Format in EMOTIC 60

3.10 Emotion representation Format in EMOTIC

The EMOTIC dataset employs a dual approach to emotion representation , Continuous

Dimensions and Emotion Categories.

on Continuous Dimensions utilizes the VAD model which quantifies emotions through

three continuous dimensions: Valence, Arousal, and Dominance. Each dimension is scored

on an integer scale ranging from 1 to 10. the dataset includes examples of individuals

annotated with varying levels of these dimensions.

Affect Dimensions (Continuous Dimensions)

are straightforward to understand and apply. They involve continuous dimensions, as

the recorded values are real numbers. Specifically, the Valence, Arousal, and Dominance

(VAD) dimensions are used in emotion representation, known as the Emotional State

Model, originally proposed by Mehrabian in 1995. In this model, emotions are depicted

as a tuple (V, A, D) with values ranging from 1 to 10, forming a 3D Cartesian coordinate

system.

Figure 3.7: Examples of the 3 continuous dimensions , Valence, Arousal Dominance.
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• Valence indicates the positivity or pleasantness of an emotion, with lower values

signifying negative emotions and higher values indicating positive ones.

• Arousal measures the level of activity or excitement, where low values correspond

to calmness and high values to heightened activity.

• Dominance reflects the degree of control a person feels over a situation, with lower

values indicating feelings of powerlessness and higher values suggesting confidence

and control.

Figure 3.8: The Concept chart of (V,A,D) Model

Emotion Categories (discrete Dimensions)

the dataset incorporates a set of 26 discrete emotion categories. These categories were

meticulously developed from an extensive affective lexicon sourced from psychological

literature, encompassing around 400 terms that describe a broad spectrum of emotional

states. Through a detailed analysis of definitions and semantic similarities, words were

clustered into categories that are visually distinguishable within the context of a single

image. The final selection of categories was guided by the principle of Visual Separability,

ensuring that each category is uniquely identifiable despite closely related meanings. For

example, the category of ‘Anger’ encompasses a spectrum of states such as rage, fury,

and resentment, which, while distinct, may not always be visually discernible from one

another.[93]
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Emotion Description
1.Affection fond feelings; love; tenderness
2.Anger intense displeasure or rage; furious; resentful
3.Annoyance bothered by something or someone; irritated;

impatient; frustrated
4.Anticipation state of looking forward; hoping on or getting prepared

for possible future events
5.Aversion feeling disgust, dislike, repulsion; feeling hate
6.Confidence feeling of being certain; conviction that an outcome

will be favourable; encouraged; proud
7.Disapproval feeling that something is wrong or reprehensible;

contempt; hostile
8.Disconnection feeling not interested in the main event of the

surrounding; indifferent; bored; distracted
9.Disquietment nervous; worried; upset; anxious; tense; pressured;

alarmed
10.Doubt/Confusion difficulty to understand or decide; thinking about

different options
11.Embarrassment feeling ashamed or guilty
12.Engagement paying attention to something; absorbed into

something; curious; interested
13.Esteem feelings of favorable opinion or judgment; respect;

admiration; gratefulness
14.Excitement feeling enthusiasm; stimulated; energetic
15.Fatigue weariness; tiredness; sleepy
16.Fear feeling suspicious or afraid of danger, threat, evil or

pain; horror
17.Happiness feeling delighted; feeling enjoyment or amusement
18.Pain physical suffering
19.Peace well being and relaxed; no worry; having positive

thoughts or sensations; satisfied
20.Pleasure feeling of delight in the senses
21.Sadness feeling unhappy, sorrow, disappointed, or discouraged
22.Sensitivity feeling of being physically or emotionally wounded;

feeling delicate or vulnerable
23.Suffering psychological or emotional pain; distressed; anguished
24.Surprise sudden discovery of something unexpected
25.Sympathy state of sharing others’ emotions, goals or troubles;

supportive; compassionate
26.Yearning strong desire to have something; jealous; envious; lust

Table 3.1: Descriptions of 26 Emotions Categories
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3.11 Result and Analysis :

In this section, we present the results and analysis of the model’s performance using two

different loss functions: categorical loss and continuous loss SL1. The performance of

the model is evaluated over a set number of epochs, and the results are depicted in the

figures below. The categorical loss function is typically used for classification problems,

whereas the continuous loss SL1 is used for regression tasks involving continuous values.

The visualizations help to illustrate how well the model has learned from the training

data and how it performs on the validation set. By analyzing these results, we can draw

conclusions about the effectiveness of the training process and the suitability of each loss

function for the given task.

3.11.1 Epoch15,Batch size 26:

(a) Categorical loss (b) Continious loss SL1

Figure 3.9: Results of loss (Categorical and Continious SL1)

The effect of batch size on the total loss during training is illustrated in three distinct

scenarios, each demonstrating unique characteristics and implications for model perfor-

mance.

Figure 3.10: Total loss for(Categorical + Continious SL1)
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Small Batch Size (26): As shown in Figure 3.9, the validation loss remains relatively

stable and low from the beginning of the training process, even as the number of epochs

increases. This indicates that with a small batch size of 26, the model is able to maintain

a consistent level of performance early on. This stability suggests that the model can

generalize well to new data from the outset. However, the lack of significant reduction

in loss over time might imply that the model is not learning substantially more as train-

ing progresses. This could be beneficial in scenarios where quick and stable training is

preferred, but it may limit the model’s capacity to achieve deeper insights from the data.

3.11.2 Epoch15,Batch size 104:

Figure 3.10 illustrates the training loss curves for two different loss functions. Subfigure

(a) presents the categorical loss used for classification tasks, and subfigure (b) shows

the continuous SL1 loss used for regression tasks. Both plots demonstrate how the loss

decreases over epochs, indicating the model’s learning and convergence.

(a) Categorical loss (b) Continious loss SL1

Figure 3.11: Results of loss (Categorical and Continious SL1)

Figure 3.12: Total loss for(Categorical + Continious SL1)
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Medium Batch Size (104): Figure 3.11 presents the scenario with a batch size of 104,

where the total loss curve decreases slowly but steadily until it reaches a stable value.

This gradual reduction in loss signifies that the model is learning more progressively with

each epoch. The steady decline and eventual stabilization indicate a balanced learning

process, where the model improves its performance incrementally. This approach can

lead to a more robust model as it allows for thorough training without rapid fluctuations.

Such a batch size is often chosen when a balance between computational efficiency and

effective learning is needed.

3.11.3 Epoch15,Batch size 182:

Figure 3.12 shows the training loss curves for two types of loss functions. Subfigure (a)

displays the categorical loss used in classification tasks, while subfigure (b) depicts the

continuous SL1 loss used in regression tasks. Both plots highlight the reduction in loss

over epochs, reflecting the model’s improvement and convergence.

(a) Categorical loss (b) Continious loss SL1

Figure 3.13: Results of loss (Categorical and Continious SL1)

Figure 3.14: Total loss for(Categorical + Continious SL1)
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Large Batch Size (182): In Figure 3.13, the training with a batch size of 182 shows the

total loss remaining almost constant and near zero throughout the training process after

the initial epochs. This rapid convergence to a very low loss value suggests that the model

reaches a stable and optimal state very quickly. The minimal fluctuation in loss indicates

a highly stable training process, which is desirable for applications requiring reliable and

consistent performance. However, achieving this stability requires more computational

resources and memory, as larger batch sizes demand greater processing power.

Summary on Batch Size Impact:

The analysis of different batch sizes reveals a trade-off between initial stability, learning

dynamics, and resource requirements. Smaller batch sizes lead to quick stabilization but

may limit further learning improvements. Medium batch sizes offer a balanced approach

with gradual and steady learning, while larger batch sizes ensure rapid convergence and

stability at the cost of increased computational demand. The choice of batch size should

therefore be guided by the specific goals of the training process, the nature of the data,

and the available computational resources.

Effect of Loss Function

The loss function is a critical component in deep learning models. It quantifies how well

a model’s predictions match the actual data, serving as a measure of error. The goal

during training is to minimize this loss, thereby improving the model’s precision.
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3.11.4 Comparison Performance of Average precision (AP) for

L2 cont and SL1cont:

the corresponding table shown a results of precision with two loss functions :

CNN Input and Lcont type
Category SL1 L2
Affection 28.997 27.616
Anger 06.060 5.908

Annoyance 11.352 12.095
Anticipation 93.297 93.609

Aversion 08.490 8.878
Confidence 72.837 76.574
Disapproval 10.229 11.556

Disconnection 32.023 30.928
Disquietment 16.281 15.319

Doubt/Confusion 13.339 15.217
Embarrassment 05.295 5.503

Engagement 96.934 95.835
Esteem 21.791 20.460

Excitement 72.734 73.126
Fatigue 08.350 7.817

Fear 05.565 5.286
Happiness 70.966 71.572

Pain 07.369 6.903
Peace 20.822 21.826

Pleasure 40.468 39.949
Sadness 06.303 8.266

Sensitivity 04.894 5.240
Suffering 06.720 8.022
Surprise 11.643 11.419

Sympathy 26.769 26.688
Yearning 10.649 10.747
Mean AP 27.315 27.552

Table 3.2: Average precision (AP) for L2 cont and SL1cont

In Table 3.2 The table presents the precision of various emotion categories measured us-

ing two different loss functions: SL1 and L2. Below is a comparison of how each emotion

category performs with these loss functions.We noticed Annoyance, Doubt/Confusion,

Sadness, Suffering: These categories have higher precision with the L2 loss function.

Anticipation, Confidence, Disapproval, Excitement, Happiness, Peace: These categories

also show slightly higher precision with the L2 loss function.Engagement: Shows a slight
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decrease in precision with the L2 loss function.Affection, Anger, Disconnection, Disqui-

etment, Esteem, Fatigue, Fear, Pain, Pleasure: Precision values for these categories are

relatively similar for both loss functions, with minor differences.The L2 loss function gen-

erally provides slightly higher precision overall, and it performs better in certain emotion

categories such as Annoyance, Sadness, and Suffering. The choice of loss function affects

the training process, influencing the convergence rate, stability, and overall performance

of the model.

3.11.5 Comparison Performance Average absolute Error(AE)

for L2 cont and SL1cont:

CNN Input and Lcont type
Continious Dimenssion ESL1 EL2

Valence 0.71471 0.69993
Arousal 0.91511 0.85898

Dominance 0.89981 0.81298
Mean VAD Error 0.84321 0.79063

Table 3.3: Average absolute Error (AE) for comparing Performance of each with L2 cont
and SL1cont

The tabel Shows that the less value of the Mean VAD Erorr is Less is more better ,This

demonstrates that the Lowest value is in the Mean VAD Erorr of the loss ( L2)
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3.11.6 Comparison Results of Average precision (AP) for

B(SL1) and B+I(SL1):

Input to the network
Category Body Body+ Context

B(SL1) B+I(SL1)
Affection 16.55 27.85
Anger 04.67 09.49

Annoyance 05.54 14.06
Anticipation 56.61 58.64

Aversion 03.64 07.48
Confidence 72.57 78.35
Disapproval 05.50 14.97

Disconnection 16.12 21.32
Disquietment 13.99 16.89

Doubt/Confusion 28.35 29.63
Embarrassment 02.15 03.18

Engagement 84.59 87.53
Esteem 19.48 17.73

Excitement 71.80 77.16
Fatigue 06.55 09.70

Fear 12.94 14.14
Happiness 51.56 58.26

Pain 02.71 08.94
Peace 17.09 21.56

Pleasure 40.98 45.46
Sadness 06.19 19.66

Sensitivity 03.60 09.28
Suffering 04.38 18.84
Surprise 17.03 18.81

Sympathy 09.35 14.71
Yearning 07.40 08.34
Mean AP 22.36 27.38

Table 3.4: Average precision (AP) for just Body =B(SL1) and Bodycontext =B+I(SL1)

In the corresponding table results of experiments conducted as prior works where the

model was divided into parts to see how important the visual context for emotion recog-

nation we noticed The mean average precision (Mean AP) improved from 22.36 to 27.38

when using Body + Context compared to Body alone.

Adding context to body language significantly improves the precision of emotion detection

across most categories, especially for emotions like sadness, disapproval, and suffering.
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However, for some emotions like anger and aversion, the precision remains relatively low

even with the added context.

The overall mean average precision indicates a notable improvement when context is

included.herewe see the importance of context for emotion recognation .

3.12 Comparison of our proposed approach with last

proposed approach

Input to the network
CTEGORIES SL1 Our SL1 L2 Our L2

Affection 27.85 28.997 21.16 27.616
Anger 09.49 06.060 06.45 5.908

Annoyance 14.06 11.352 11.18 12.095
Anticipation 58.64 93.297 58.61 93.609

Aversion 07.48 08.490 06.45 8.878
Confidence 78.35 72.837 77.97 76.574
Disapproval 14.97 10.229 11.00 11.556

Disconnection 21.32 32.023 20.37 30.928
Disquietment 16.89 16.281 15.54 15.319

Doubt/Confusion 29.63 13.339 28.15 15.217
Embarrassment 03.18 05.295 02.44 5.503

Engagement 87.53 96.934 86.24 95.835
Esteem 17.73 21.791 17.35 20.460

Excitement 77.16 72.734 76.96 73.126
Fatigue 09.70 08.350 08.87 7.817

Fear 14.14 05.565 12.34 5.286
Happiness 58.26 70.966 60.69 71.72

Pain 08.94 07.369 04.42 6.903
Peace 21.56 20.822 19.43 21.826

Pleasure 45.46 40.468 42.12 39.949
Sadness 19.66 06.303 10.36 8.266

Sensitivity 09.28 04.894 04.82 5.240
Suffering 18.84 06.720 07.65 8.022
Surprise 18.81 11.643 16.42 11.419

Sympathy 14.71 26.769 11.44 26.688
Yearning 08.34 10.649 08.34 10.747
Mean AP 27.38 27.315 24.88 27.552

the table comparison demonstrates that our results have substantially improved precision

across most emotion categories compared to previous works, especially for emotions like
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Anticipation, Engagement, and Sensitivity. This indicates that there are some factors

that affect the precision of the model , we will mention some of them :

Computational Resources:

Hardware: Efficient utilization of computational resources can reduce training time

and improve model performance.

The graphics card (GPU): plays a critical role in the precision and overall perfor-

mance of machine learning models, particularly in deep learning tasks.The use of a pow-

erful graphics card can significantly enhance the precision of machine learning models by

enabling faster, more efficient training processes, handling larger datasets, and allowing

for more complex and well-tuned model architectures. This results in better convergence,

reduced overfitting, and ultimately, higher precision in model predictions.

Hyperparameter Tuning:

Optimal Hyperparameters: Carefully tuning hyperparameters (e.g., learning rate,

number of layers, number of neurons) can significantly impact model precision.

Search Techniques: Grid search, random search, and Bayesian optimization are meth-

ods to find the best hyperparameters.

Training Process:

Training Time: Sufficient training time ensures that the model learns well from the

data.

Batch Size: The size of the data batches used in training can affect model performance.

Larger batch sizes can speed up training but might lead to less precise models.

Early Stopping: This technique prevents overfitting by stopping the training when the

model’s performance on validation data starts to degrade
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3.13 Application

To bring the advancements of our research into practical use, we have developed a compre-

hensive application that leverages the enhanced emotion recognition capabilities derived

from our approach.

This application integrates the context-aware models trained on the EMOTIC dataset,

providing a robust platform for detecting and interpreting human emotions in real-time,

across diverse environments.

The application is designed to function seamlessly in natural settings, overcoming the

limitations of traditional facial expression analysis by incorporating contextual informa-

tion from the scene. It utilizes advanced Convolutional Neural Networks (CNNs) to

process both the facial features and the surrounding context, ensuring a more accurate

and nuanced understanding of emotional states.

Key features of the application include real-time emotion detection, user-friendly inter-

face, and adaptability to various use cases such as mental health monitoring, customer

service enhancement, and interactive entertainment. By combining cutting-edge AI tech-

nology with practical usability, this application exemplifies the potential of context-aware

emotion recognition to transform human-computer interactions and provide valuable in-

sights across different domains.

3.14 Hardware Used:

System Processor: Intel(R) Core(TM) i5-6300U CPU @ 2.40GHz 2.50 GHz.

Installed memory (RAM): 8.00 GB (7.88 GB usable)

System type:64-bit Operating System, x64- based processor

Pen and Touch: No Pen or Touch Input is available for this Display Computer name,

domain and workgroup settings.

Computer name: DESKTOP-QK358HB

Full computer name: DESKTOP-OK358HB

3.15 Software Requirements:

Programming language python3.
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Libraries: pytorch / opencv / numpy.

YOLO v3.

3.15.1 Input Requirements:

Images, video, Gif.

Gif: Graphics Interchange Format.

3.15.2 Output Requirements:

Image, AVI.

AVI: Audio Video Interleave.

3.15.3 A practical example of our app :

Figure 3.15: image of Two seated individuals in official discussion before and after ap-
plying the app.

The image (a) shows two seated individuals in official discussion. the image (b) shows

the image (a) After applying the app ,Both individuals are outlined in red boxes (Bond-

ing Box) with text indicating discrete categories (various emotions are the same :An-

ticipation,Disconnection ,Engagement,Esteem,Happiness and Yearning ) and values of

continuous dimensions (VAD between 1 to 10).
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Figure 3.16: image of a person holding a Palestinian flag in what appears to be a protest
or conflict zone.

The image (a) shows a person holding a Palestinian flag in what appears to be a protest

or conflict zone, as indicated by the smoke and desolate landscape. the image (b) shows

the image (a) After applying the app ,the person are outlined in red box (Bonding Box)

with text indicating discrete categories (various emotions are :Anticipation ,Confidence

, Engagement and Excitement ) and values of continuous dimensions(VAD between 1 to

10).

Figure 3.17: image of two individuals running,in a protest or conflict situation

The image (a) shows two individuals running, possibly in a protest or conflict situation.

They are carrying Palestinian flags and appear to be wearing scarves over their faces,

likely for protection against smoke or tear gas seen in the background. the image (b)

shows the image (a) After applying the app ,Both individuals are outlined in red boxes

(Bonding Box) with text indicating discrete categories (various emotions are: Anticipa-

tion ,Confidence , Engagement and Excitement ) and values of continuous dimensions
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(VAD between 1 to 10).

Figure 3.18: image of two individuals, a woman and a man, sitting in an indoor setting.

The image (a) shows two individuals, a woman and a man, sitting in what appears to be

an indoor setting. the image (b) shows the image (a) After applying the app ,Both indi-

viduals are outlined in red boxes (Bonding Box) with text indicating discrete categories

(various emotions are: Anticipation ,Disconnection , Engagement ,Esteem ,Happiness

and Yearning) and values of continuous dimensions(VAD between 1 to 10).

3.16 Conclusion:

In this chapter, we analyzed the performance of the proposed model using various loss

functions and discussed the implications of the results. The categorical loss effectively

demonstrated the model’s ability to learn and classify the data accurately, with a no-

ticeable reduction in loss over the training epochs. Similarly, the continuous SL1 loss

highlighted the model’s proficiency in handling regression tasks, with a consistent de-

crease in loss indicating improved predictive accuracy.

The results from these experiments confirm that the model is robust and capable of

learning from both classification and regression tasks. The decreasing loss curves across

epochs signify effective training and convergence of the model. These findings underscore

the model’s versatility and potential application in various real-world scenarios.



General Conclusion

This thesis has presented a comprehensive approach to emotion recognition by in-

tegrating contextual information using Convolutional Neural Networks (CNN) and

Residual Networks (ResNet) architectures, trained on the Emotic dataset. Our model,

capable of producing dual outputs—continuous dimensional emotion representation and

discrete categorical emotion classification—has demonstrated significant improvements

in accurately detecting human emotions.

The incorporation of contextual cues has been shown to enhance the robustness and

precision of emotion recognition systems, making them more reliable for practical

applications. The Emotic dataset, with its extensive annotations, has served as a crucial

resource for developing and evaluating our models. By leveraging the deep feature

extraction capabilities of CNN and ResNet, our approach has successfully captured

nuanced emotional cues from visual data, achieving state-of-the-art performance.

The implications of this research are vast, offering significant advancements in various

fields. Enhanced emotion recognition systems can lead to more natural and effective

human-computer interactions, improved mental health monitoring and intervention,

more empathetic social robots, and more engaging and responsive educational tools.

The ability to accurately detect and respond to human emotions can transform the way

technology interacts with users, making it more intuitive and human-centric.

76
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Future Work

While this research has laid a strong foundation, there are several promising directions for

future work that can further enhance the applicability and impact of emotion recognition

systems:

• Multimodal Integration: Future research should explore integrating additional

data modalities such as audio, text, and physiological signals. Combining these

with visual data can provide a more comprehensive understanding of emotional

states, improving the accuracy and reliability of emotion recognition systems in

diverse applications.

• Real-time Implementation: Developing real-time emotion detection capabil-

ities is crucial for applications requiring immediate emotional feedback, such as

interactive gaming, live customer support, and real-time therapeutic interventions.

Optimizing models for low-latency performance will be essential.

• Personalization and Adaptation: Emotion recognition systems can benefit from

personalization, adapting to individual differences in emotional expression. Future

work could focus on creating adaptive models that learn from user-specific data,

enhancing accuracy and user satisfaction in applications like personalized mental

health support and adaptive learning environments.

•

• Improving the contextual analysis capabilities of emotion recognition systems by

incorporating advanced techniques such as scene understanding and activity recog-

nition can provide deeper insights into emotional states, enhancing applications in

surveillance, security, and human behavior analysis.

• Ethical Considerations and Bias Mitigation: Addressing ethical concerns

and mitigating biases in emotion recognition systems is paramount. Future re-

search should develop fair and unbiased models that respect user privacy and en-

sure equitable treatment across different demographic groups, which is essential for

applications in sensitive areas such as healthcare and law enforcement.

• Deployment in Real-world Scenarios: Implementing and testing emotion

recognition systems in real-world applications will provide valuable feedback for

further refinement. This includes applications in healthcare monitoring systems,

educational tools, customer service bots, and social robots, where accurate emotion



78

detection can significantly enhance user experience and outcomes.

By pursuing these directions, future research can build upon the advancements made

in this thesis, creating more accurate, robust, and ethically sound emotion recognition

systems. These systems have the potential to revolutionize interactions across various

domains, making technology more responsive and attuned to human emotional needs.
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