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Abstract

Machine learning has become an indispensable tool across diverse domains, facilitating auto-
mated decision-making and predictive modeling based on data-driven insights. Classification,
a widely used technique in this field, faces challenges with datasets containing numerous fea-
tures, including redundant and irrelevant ones, complicating the learning process and increas-
ing computation time. This study aims to enhance classification accuracy through optimal
feature selection techniques. The methodology involves a comparative analysis of classifiers
(decision trees, support vector machines, neural networks) and the evaluation of automatic
and manual feature selection methods. Additionally, the integration of meta-heuristic op-
timizers into the feature and classifier selection process is explored. Results demonstrate
significant improvements in classification accuracy and efficiency, underscoring the effective-
ness of optimized feature selection. The study’s findings contribute to more efficient machine
learning processes and better model performance.

Key words: Machine Learning, Classification, Feature Selection, Hyperparameters Tun-
ing, Meta-heuristic Optimizers.



Résumé

L’apprentissage automatique est devenu un outil indispensable dans divers domaines, faci-
litant la prise de décision automatisée et la modélisation prédictive basée sur des analyses
de données. La classification, une technique largement utilisée dans ce domaine, est confron-
tée à des défis avec des ensembles de données contenant de nombreuses caractéristiques, y
compris des caractéristiques redondantes et non pertinentes, compliquant le processus d’ap-
prentissage et augmentant le temps de calcul. Cette étude vise à améliorer la précision de
la classification grâce à des techniques de sélection de caractéristiques optimales. La métho-
dologie implique une analyse comparative des classificateurs (arbres de décision, machines à
vecteurs de support, réseaux neuronaux) et l’évaluation des méthodes de sélection de caracté-
ristiques automatiques et manuelles. De plus, l’intégration d’optimisateurs méta-heuristiques
dans le processus de sélection des caractéristiques et des classificateurs est explorée. Les
résultats démontrent des améliorations significatives de la précision et de l’efficacité de la
classification, soulignant l’efficacité de la sélection optimisée des caractéristiques. Les conclu-
sions de l’étude contribuent à des processus d’apprentissage automatique plus efficaces et à
une meilleure performance des modèles.
Mots clés : Apprentissage Automatique, Classification, Sélection de Caractéristiques, Op-
timisation des Hyperparamètres, Optimiseurs Méta-heuristiques.
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Chapitre 1

General Introduction

Machine learning has become an indispensable tool across diverse domains, facilitating auto-
mated decision-making and predictive modeling based on data-driven insights. Classification
is one of the extensively used techniques in this field that requires set of features for learning
process [11].

However, improving the learning ability of classification algorithms is more complex es-
pecially for dataset containing huge amount of features. Moreover, it makes the classification
process tedious and thus a relatively longer time is required for learning every characteristic
of the training data. This is due to the existence of redundant and irrelevant features in
data which complicates the performance of learning algorithms thereby increasing the com-
putation time [12]. It is necessary to eliminate these irrelevant features from the dataset to
achieve effective learning process. Hence, optimal feature selection techniques are required
for improving the classification accuracy [13]. These processes reduce the dimensionality of
data and make the learning process more efficient.

In this study, we embark on a comprehensive evaluation to address key objectives.

• Firstly, we aim to compare the performance of different classifiers, including decision
trees, support vector machines, and neural networks, on a given dataset, assessing their
accuracy, precision, recall, and other metrics.

• Secondly, we seek to evaluate the impact of both automatic and manual feature selec-
tion methods on model performance, discerning their relative advantages in enhancing
accuracy and interpretability. A particular focus of our investigation lies in the inte-
gration of Meta-heuristic optimizers into the feature and classifiers selection process,
exploring their potential to augment model performance through efficient navigation of
the feature space.
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General Introduction

The remainder of this thesis is as follows : Chapter 2 presents the literature review. We
introduce the generalities of AI and some definitions of classifiers and Feature Engineering.
Chapter 3 describes our approach for Optimizing Machine Learning Pipelines with Meta-
Heuristic Optimizers, involving of Feature Selection, Classifier Selection, and Hyperparameter
Tuning. Chapter 4 in this chapter we describe the dataset and analyze the results. Finally,
Chapter 5 concludes the thesis and provides future directions.

Univ-Ouargla/industrial computing : 2024 2



Chapitre 2

Literature Review

2.1 Artificial intelligence(AI) :

AI is the development of computer systems that are capable of doing tasks that usually
necessitate human cognition. This multidisciplinary field integrates computer science, ma-
thematics, cognitive science, and other fields to create intelligent robots that can perceive,
reason, learn, and interact with their surroundings. This means that its systems strive to
duplicate or simulate human intelligence, allowing machines to understand and process natu-
ral language, recognize images, make decisions, solve problems, and even exhibit creativity.
These computers can quickly and accurately do complex tasks thanks to their ability to ana-
lyze enormous volumes of data, detect patterns, and extract useful data. The use of AI is
widespread and is constantly growing in various areas. AI is revolutionizing every aspect of
our lives, from entertainment and transportation to healthcare and banking. It has the ability
to better decision-making, automate repetitive operations, increase productivity, and open
up fresh prospects for creativity. The two main categories of AI are general AI and narrow
AI Narrow AI is created to carry out particular tasks inside a constrained domain. like auto-
nomous systems, recommendation algorithms, and speech recognition systems. On the other
hand, general AI refers to highly autonomous machines that have human-level intelligence
and are capable of performing a variety of activities. Overall, artificial intelligence is a potent
instrument that can enhance human abilities, resolve challenging issues, and influence the fu-
ture of many industries, fostering progress and opening up new opportunities. This is due to
the multiplicity of the strength of his different techniques and approaches, including natural
language processing, computer vision, robotics, expert systems, and machine learning which
has played a crucial role in advancing AI.

3



Chapter 2 : Literature Review

2.2 Maching Learning

Machine learning (ML) is a discipline of artificial intelligence that allows machines to auto-
matically learn from data and past experiences while identifying patterns to make predictions
with minimal human intervention.

Machine learning methods enable computers to operate autonomously without explicit
programming. ML applications are fed with new data and can independently learn, grow,
develop, and adapt.

ML derives insightful information from large volumes of data by leveraging algorithms to
identify patterns and learn in an iterative process. ML algorithms use computation methods
to learn directly from data instead of relying on any predetermined equation that may serve
as a model.

The performance of ML algorithms adaptively improves with an increase in the number of
available samples during the ‘learning’ processes. For example, deep learning is a sub-domain
of machine learning that trains computers to imitate natural human traits like learning from
examples. It offers better performance parameters than conventional ML algorithms.
While machine learning is not a new concept – dating back to World War II when the Enigma
Machine was used – the ability to apply complex mathematical calculations automatically to
growing volumes and varieties of available data is a relatively recent development.

Today, with the rise of big data, IoT, and ubiquitous computing, machine learning has
become essential for solving problems across numerous areas, such as :

• Computational finance (credit scoring, algorithmic trading).

• Computer vision (facial recognition, motion tracking, object detection).

• Computational biology (DNA sequencing, brain tumor detection, drug discovery).

• Automotive, aerospace, and manufacturing (predictive maintenance).

• Natural language processing (voice recognition)[1].

Univ-Ouargla/industrial computing : 2024 4



Chapter 2 : Literature Review

2.2.1 How does machine learning works

ML algorithms are molded on a training dataset to create a model. As new input data is
introduced to the trained ML algorithm, it uses the developed model to make a prediction.

Figure 2.1 : how does machine learning works(reprinted from [1].

The above illustration discloses a high-level use case scenario. However, typical machine
learning examples may involve many other factors, variables, and steps. Further, the predic-
tion is checked for accuracy. Based on its accuracy, the ML algorithm is either deployed or trai-
ned repeatedly with an augmented training dataset until the desired accuracy is achieved[1].

Univ-Ouargla/industrial computing : 2024 5



Chapter 2 : Literature Review

2.3 Types of machine learning :

Figure 2.2 : Types of machine learning(reprinted from [1].

2.3.1 Supervised learning(SL) :

Supervised machine learning involves training a model on a labeled dataset, where each
example consists of input data and corresponding output labels. The goal is for the model
to learn the mapping between inputs and outputs, enabling it to make predictions on unseen
data accurately. Supervised learning is a category of machine learning that uses labeled
datasets to train algorithms to predict outcomes and recognize patterns.

It is just like a diligent student learning from a teacher, supervised learning algorithms
learn from labeled data.

For example, consider an input dataset containing images of parrots and crows. First,
the machines were trained to understand images, including the color, eyes, shape, and size of
parrots and crows. After training, given an input image of a parrot, the machine is expected to
recognize the object and predict the output. The trained machine examines various features
of the objects in the input image, such as color, eyes, shape, etc., to make the final prediction.
This is the process of object recognition in supervised machine learning [2].

Univ-Ouargla/industrial computing : 2024 6
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Figure 2.3 : Supervised learning(reprinted from [2].

The main goal of SL techniques is to map input variables (a) to output variables (b).
Supervised machine learning is further divided into two broad categories :

Classification

In classification problems, algorithms categorize test data into specific groups or classes. For
example, they can distinguish between apples and oranges or identify spam emails to filter
them out from your inbox. Common classification algorithms include linear classifiers, SVM,
DT, and RF.

Regression

Regression is another supervised learning approach that focuses on understanding the re-
lationship between independent and dependent variables. Regression models are useful for
predicting numerical values based on various data points. For instance, they can forecast
sales revenue for a business based on different factors. Popular regression algorithms include
linear regression, logistic regression, and polynomial regression.

2.3.2 Unsupervised learning

Unsupervised learning is a learning technique that does not require supervision. Here, ma-
chines are trained on unlabeled datasets and can predict outputs without supervision. Unsu-
pervised learning algorithms are designed to group unsorted data sets based on the inputs’
similarities, differences, and patterns[14].

Univ-Ouargla/industrial computing : 2024 7



Chapter 2 : Literature Review

Figure 2.4 : unsupervised learning(reprinted from [3].

For example, consider an input dataset containing images of containers filled with fruit.
The image here is unknown to the machine learning model. When we feed a dataset into a ma-
chine learning model, the model’s job is to recognize patterns in objects, such as color, shape,
or differences in the input image, and classify them. After classification,the machine predicts
the output when tested on a test dataset. Unsupervised machine learning is encouraged and
classified into two sorts :

Clustering : The clustering method alludes to gathering objects into clusters based on
parameters such as likenesses or contrasts between objects. For case, gathering clients by the
items they buy. A few known clustering calculations incorporate the K-Means Clustering Cal-
culation, Mean-Shift Calculation, DBSCAN Calculation, Central Component Examination,
and Free Component Investigation.

Affiliation : Affiliation learning alludes to distinguishing ordinary relations between the
factors of an expansive dataset. It decides the reliance on different information things and
maps-related factors. Normal applications incorporate web utilization mining and advertising
information examination. Prevalent calculations complying with affiliation rules incorporate
the Apriori Calculation, Eclat Calculation, and FP-Growth Calculation.

2.3.3 Semi-supervised learning :

Semi-supervised learning comprises characteristics of both administered and unsupervised
machine learning. It employments the combination of labeled and unlabeled datasets to pre-
pare its calculations. Utilizing both sorts of datasets, semi-supervised learning overcomes the
downsides of the alternatives said over.

Univ-Ouargla/industrial computing : 2024 8



Chapter 2 : Literature Review

Consider an illustration of a college understudy. An understudy learning a concept be-
neath a teacher’s supervision in college is named administered learning. In unsupervised
learning, an understudy self-learns the same concept at domestic without a teacher’s direc-
tion. In the interim, an understudy changing the concept after learning beneath the heading
of a college instructor could be a semi-supervised frame of learning[1].

2.3.4 Reinforcement learning :

Support learning may be a feedback-based preparation. Here, the AI component naturally
takes stock of its environment by the hit trial strategy, takes activity, learns from encounters,
and progresses execution. The component is compensated for each great activity and penali-
zed for each off-base move. Hence, the fortification learning component points to maximizing
the rewards by performing great activities[1].

2.4 Overview of Machine Learning Classifiers

2.4.1 Decision Tree (DT) :

Decision trees are machine learning algorithms used for classification and regression tasks. It
works by partitioning recursively a data of smaller subset based on the values of the input
features until a decision can be made about the target variable. In a classification job, a
decision tree is constructed by continually dividing the input data into branches based on
the values of the input features. The method selects the feature at each split that gives the
target variable the highest information gain, i.e., reduces impurity or entropy in the data the
most [15] .

IG(D, s) = Impurity(D) − Nleft

N
Impurity (Dleft ) − Nright

N
Impurity (Dright ) (2.1)

• IG(D, s) : The information gain of a split.

• Impurity(D) : The impurity of the dataset before the split.

• Nleft : The number of instances in the left node child.

• Nright : The number of instances in the right child nodes.

Univ-Ouargla/industrial computing : 2024 9



Chapter 2 : Literature Review

• N : The total number of instances in the dataset.

• Impurity (Dleft) : The impurities of the left child nodes.

• Impurity(Dright) : The impurities of right child nodes.

A simple example of a Decision tree is shown below in Figure 1.1.

Figure 2.5 : The decision tree algorithm(reprinted from [4].

2.4.2 Random Forest(RF) :

Random forest regression is a machine learning approach which clarifies the classification
and regression problem and contains plenty of decision trees. The ‘Forest’ drawn from this
technique is qualified by bagging or bootstrap aggregating. To elevate the efficiency, it uses
bagging as an ensemble meta-algorithm. The conclusion of this algorithm is based upon the
forecast of the decision tree by taking the mean output from different trees. It has been
concluded that random forest regression is more reliable than the decision tree model and
gives an adequate way of approaching missing data without hyper-parameter tuning. Random
forest regression clarifies the problem of over-fitting in decision trees[16, 17, 18]

Univ-Ouargla/industrial computing : 2024 10
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Figure 2.6 : Random forest(reprinted from[5])

2.4.3 Logistic Regression (LR) :

In supervised machine learning algorithms, Logistic regression is defined as a statistical model
used for binary classification problems, where the goal is to predict the probability of an event
occurring or not occurring. by fitting a line to separate two classes.
The LR model can be represented mathematically as[19] :

P (Y = 1 | X) = 1
1 + e−(β0+β1X1+β2X2+...+βnXn) (2.2)

P (Y = 1|X) :The probability of the dependent variable Y being 1 given the values of the
independent variables X.

βn, β1, β2, . . . , βn : The coefficients or weights associated with the independent variables.

X1, X2, ., Xn : The values of the independent variables.

The likelihood function in LR is based on the assumption that the observations are inde-
pendent and identically distributed. It can be represented as :

L(β) =
∏ [

P (Y = 1 | X)Y · (1 − P (Y = 1 | X))(1−Y ∥ (2.3)

Univ-Ouargla/industrial computing : 2024 11



Chapter 2 : Literature Review

• L(B) : The likelihood function that depends on the coefficients .

• ∏ :The product operator, which multiplies together all the terms.

• P(Y = 1|X) : The predicted probability of Y being 1 given the value of x.

LR examines the link between the available data (referred to as independent variables) and
the likelihood of the event (referred to as the dependent variable) in order to create pre-
dictions. Using coefficients, it calculates the influence of each independent variable on the
likelihood. In practice, it’s easier to work with the log-likelihood function, which is the natural
logarithm of the likelihood function :

LL(β) = log L(β) =
∑

[Y · log(P (Y = 1 | X)) + (1 − Y ) · log(1 − P (Y = 1 | X))] (2.4)

• LL(β)= :The log-likelihood function.

• Σ : The summation operator adds up all the terms.

• Y : The dependent variable.

• P(Y = 1|X) : The predicted probability of Y being 1 given the value of X.

Figure 2.7 : The output of Logistic Regression algorithm(reprinted from[6])

Univ-Ouargla/industrial computing : 2024 12
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2.4.4 K-Nearest Neighbor(KNN) :

The K-Nearest Neighbor is one of the simplest classification methods. In this method, the
training samples are referred to as Nearest Neighbors. Moreover, the class labels of the test
sample of the K-Neighbors decide the classification of the test sample. The value of k is
important and must be sensibly chosen if the k value is too small, then the classifier may
suffer the over-fitting issue due to noise in training data. Moreover, when the k value is too
large, the issue of misclassification may occur as a classifier [20, 21].

Figure 2.8 : Image showing before and after algorithm KNN [7]

2.4.5 Support vector machine(SVM) :

Support vector machine (SVM) [22] is a supervised machine learning algorithm that is looking
to determine the best hyperplane that separates the different classes or groups in the dataset.
SVM tries to find the hyperplane that best separates classes while maximizing the margin at
the same time minimizing the distance between support vectors.

Support vector coordination at simply the closest two points to the margin from each
class. The best hyperplane fulfills the following equation :

W tx − b = 0

• w : the weights.

• x : data points.

• b : the bias.
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The hyperplane and support vectors are pointed out in Figure 2.9 below :

Figure 2.9 : The output of SVM algorithm.

2.4.6 Artificial Neural network(ANN) :

A neural network mimics the human brain’s processing of data, while deep learning, a sub-
set of machine learning, utilizes interconnected nodes arranged in layers, akin to the brain’s
structure. This approach fosters adaptive learning in computers, enabling them to learn from
errors and enhance performance over time. Consequently, artificial neural networks excel in
tackling intricate tasks like document summarization and facial recognition with heightened
precision.

2.5 Feature Engineering Techniques :

2.5.1 Manual feature Engineering :

Manually-engineered features based on vibration signals can be difficult to interpret, espe-
cially in a real-time manner, other than by an experienced vibration analyst. It involves :

Dimensionality reduction :

The dimensionality reduction is wide spread preprocessing in high dimensional data analysis,
visualization and modeling. One of the simplest ways to reduce dimensionality is by Feature
Selection ; one selects only those input dimensions that contain the relevant information for
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solving the particular problem. Feature Extraction is a more general method in which one
tries to develop a transformation of the input space onto the low-dimensional subspace that
preserves most of the relevant information [23].

Feature Selection :

High dimensional data consists on features that can be irrelevant, misleading, or redun-
dant which increase search space size resulting in difficulty to process data further thus not
contributing to the learning process. Feature subset selection is the process of selecting best
features among all the features that are useful to discriminate classes. Feature selection algo-
rithm (FSA) is a computational model that is provoked by a certain definition of relevance.
Feature selection methods can be distinguished into three categories : filters, wrappers, and
embedded/hybrid method. Wrapper methods perform better than filter methods because the
feature selection process is optimized for the classifier to be used. However, wrapper methods
have expensive to be used for large feature space because of high computational cost and each
feature set must be evaluated with the trained classifier that ultimately make the feature se-
lection process slow[24]. Filter methods have low computational cost and are faster but with
inefficient reliability in classification as compared to wrapper methods and better suitable for
high dimensional data sets. Hybrid/embedded methods are recently developed which utilize
the advantages of both filters and wrapper approaches. A hybrid approach uses both an inde-
pendent test and performance evaluation function of the feature subset [25]. Filters methods
can be further categorized into two groups, namely feature weighting algorithms and subset
search algorithms. Feature weighting algorithms assign weights to features individually and
rank them based on their relevance to the target concept [26]. A well-known algorithm that
relies on relevance evaluation is Relief.

Figure 2.10 : Feature Selection Methods : Filters Wrappers(reprinted from[8])
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Feature scaling :

Feature scaling is one of the most pervasive and difficult problems in machine learning, yet
it is one of the most important things to get right. In order to train a predictive model, we
need data with a known set of features that needs to be scaled up or down as appropriate.
After a scaling operation, the continuous features become similar in terms of range. Although
this step is not required for many algorithms,It is still a good idea to do so. Distance-based
algorithms like k-nearest neighbor and k-means, on the other hand, require scaled continuous
features as model input. There are two common ways for scaling[27].

2.5.2 Automatic Feature Engineering :

Automatic Feature Engineering is the process whereby computer algorithms are employed to
automatically identify, generate, and select the most relevant features from raw data for use
in machine learning models. This process aims to optimize the predictive power of models
by crafting features that capture essential patterns or relationships within the data, without
requiring direct human intervention or deep domain expertise. The process of Automatic
Feature Engineering is pivotal in data science and machine learning, as it can significantly
enhance model accuracy and efficiency by ensuring that only the most informative and re-
levant features are used. This not only saves considerable time and resources in the model
development phase but also can lead to more robust and generalizable models [28].

2.5.3 Meta-heuristic Optimization Algorithms for Feature Selec-
tion and Tuning

Artificial Neural Networks(ANNs) are adopted for classification in data mining fielddue to
its higher performance [29]. It is a universal function approximation algorithm for modelling
linear and non-linear data with a desired accuracy[30]. The conventional statistical methods
have certain drawbacks like complications in the fusion of secondary data and so on. Thus,
artificial neural networks are considered as the suitable alternative for these conventional
statistical methods. ANNs possess many advantages such as easily adapting to different
kinds of data, arbitrary decision boundary capabilities and their nonparametric nature. The
learning of training data in neural networks typically takes place in an iterative way which
considers all the patterns in the dataset for learning. Therefore, ANNs are called as the data
dependent models [30]. During training, the weights of the ANN are adjusted until the actual
output of the network and desired output of the network are as close as possible. Hence, ANNs
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can be effectively utilised for mapping an input to a desired output, for classifying data and
for learning the patterns in the dataset provided.

Feature selection (FS) and feature weighting (FW) are the vital and broadly used data
pre-processing methods in machine learning during classification [31]. FS is a combinatorial
search problem that eliminates the redundant and irrelevant features and preserves the re-
levant features related to the dataset [?]. Hence, the feature selection process minimises the
number of features in the dataset and thereby speeds up the learning process by reducing
computational complexity. This reduction in number of features makes the dataset easier to
understand and manageable for further classification process [32]. FW is a continuous search
problem in which the weights are allotted to features based on their relevance [33]. It ap-
proximates the optimal degree of influence of distinct features. Depending upon the individual
feature values of the query and instance, the weights are assigned to the features dynamically
[34]. FW approaches are suitable when the relevancy of features varies in data [35]. During
classification process, each feature in the dataset will have different contribution. That is,
some features will be more important than others while solving the classification problem.
Hence, higher weights are allotted to the relevant features and lower weights are allotted to
the less relevant and redundant features [36].

The techniques in FS and FW are classified under two methods namely, filter method
and wrapper method [37]. The filter method is used for filtering the insignificant features
which contains lesser option during data analysis. It does not employ any learning algorithm
for evaluating the features. The filter methods select a subset with large number of features
or even select all the features in the dataset. Thus, a suitable threshold is necessary for
choosing the subset. The selected features from the filter method are analysed based on data
characteristics like information measures, correlation, consistency and distance in the feature
space. The wrapper method uses predictive accuracy of a predetermined learning algorithm
for determining the quality of the selected features. Generally, meta-heuristic algorithms
are employed as learning algorithms in wrapper methods. The wrapper methods are mostly
applied for feature weighting and feature selection process because filter methods have low
classification accuracy than wrapper methods [38, 39].

Meta-heuristic algorithms are nature inspired algorithms that mimic the natural activities
for solving optimization problem in several computations [40]. The development of nature
inspired algorithm lies in the point that it takes its sole inspiration from nature. These
inspirations from nature have the ability to solve complex optimization problems. Nature
serves as an abundant and massive resource of inspiration for solving complex as well as
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hard computing problem in the field of data science as it possesses extremely diverse, robust,
complex, dynamic and fascinating substances. It always helps to determine optimal solutions
for stochastic problems thereby maintaining a good balance between its key elements. This
is the principle behind meta-heuristic optimization algorithms. An optimization algorithm
always focuses on exploring and exploiting a search space to maintain a good balance between
them [41]. In an algorithm, the exploration phase explores several best locations in the
search space while exploitation phase searches the optimal solutions over the best locations
[42]. There are many optimization algorithms based on exploration and exploitation process.
Each optimization algorithm has its own nature and complexity making it efficient in specific
optimization problem and they may be ineffective in other optimization problems. Thus,
there is always a need for new optimization algorithms [43].

The optimization process for high dimensional spaces has become more complex under
noisy environment because the data is not enough to create a complete mathematical model
[44]. Hence, a powerful algorithm is needed for high-dimensional optimization issues. Moreo-
ver, no-free-lunch theorem had described that the existing optimization algorithms are not
applicable for all optimization problems [45]. This motivates the analysts to develop new
and more effective optimization algorithms for solving specific problems in various fields.
Furthermore, each meta-heuristic algorithm has similar performance on every optimization
problems. Thus, the unresolved problems in existing algorithms can be solved by introducing
new meta-heuristic algorithms. In metaheuristic algorithms, the search space exploration is
well accomplished and global optimum exploitation is very consistent than other optimization
algorithms. Also, it does not get stuck in the local optimum which makes it appropriate for
solving problems in engineering sector. Different combinations of metaheuristic algorithms
are also introduced in integration with different concepts. For instance, different versions of
PSO invented for FS in high-dimensional data include fast hybrid PSO [46], bare-bones PSO
[47], variable-size cooperative co-evolutionary PSO [48], and multi-objective PSO with fuzzy
cost [49].

Numerous optimization algorithms are developed from the behaviour of some animals
or insects in nature namely ant colonies, bees swarm and so on [50]. This is because the
biological activities of birds and animals are responsible for specific roles both individually
and as a group, to achieve a specific task in their daily routine or lifetime. As a result,
they have attracted the attention of data analysts to resolve numerous difficulties in science
and engineering sector [51]. For example, Particle Swarm Optimization (PSO) is inspired
from the biological behaviour of bird flocking and fish schooling [52], Lion Optimization Al-
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gorithm (LOA) simulates the activities of lions and their co-operation characteristics [53],
Social Spider Optimization (SSO) algorithm is inspired from the nature of spiders [54], Whale
Optimization Algorithm (WOA) imitates the actions of hump-back whales [55], Grey Wolf
Optimizer (GWO) imitates the hunting skill and social leadership of grey wolves [56], Artifi-
cial Bee Colony (ABC) algorithm mimics the cooperative behaviour of bee colonies [57], Ant
Colony Optimization (ACO) simulates the food searching behaviour of ant colonies [58] and
so on. These algorithms are applied in different fields like data mining, machine learning and
engineering design.
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Proposed Approach

In this chapter, we describe our comprehensive approach for automating three critical pro-
cesses in the machine learning pipeline : feature selection, classifier selection, and hyperpa-
rameters tuning. Our methodology employs advanced meta-heuristic optimizers, specifically
the Gray Wolf Optimizer (GWO) and Genetic Algorithms (GA), to efficiently navigate the
search space and identify optimal solutions. It is worth mentioning that the input of our
models is a CSV (Comma-separated Values) dataset. CSV is a simple file format used to
store tabular data, where each line of the file represents a row of data, and each value within
a row is separated by a comma. It is typically used for representing structured data. Figure
3.1 illustrates the overall workflow of our approach.

Figure 3.1 : The processes we aim to automate
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3.1 Manual method

In this section, we will explain the steps of our work where we used SVM, DT, and LR as
our classifier methods,and feature engineering techniques , at the end will be comparing the
results of the methods.

3.1.1 Dataset selection :

In this research, we initially considered three datasets : breast cancer, Parkinson’s disease,
and lung cancer. These datasets were selected based on their relevance and the availability of
comprehensive data that could be used for detailed analysis and model training. Each dataset
contains various features crucial for disease diagnosis and prognosis. However, for the purpose
of this study, we decided to focus on the lung cancer dataset for a detailed implementation
of manual feature selection techniques.

Description of chosen datasets :

This section focuses on the classification of lung cancer using a diverse set of patient data
attributes. The section aims to develop an accurate and reliable model that can assist in
the early detection and diagnosis of lung cancer based on patient characteristics and risk
factors with kaggle Notebook . The chosen dataset contains details about the individuals
with cancer, such as their gender, age, smoking, yellow-fingers, anxiety, peer-pressure, chronic
lung disease, fatigue, allergy, wheezing, alcohol Consuming, coughing, shortness of Breath,
swallowing difficulty, chest Pain, lung cancer.

3.1.2 Classification

There are many machine learning classification methods, among which we use :

A. Decision Tree :
The DT is usually used to describe the data and can be used to handle a wide range of

data types which made it a powerful tool.

B. Random forest :
RF is a multi-decision tree so the training time will be large, and also the testing time

since it takes the most voted the prediction of as an outcome .
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C.Logistic Regression :
LR is a machine learning method that is used for simplicity, low computation time for

training, and prob-ability modeling.

D.K-Nearest neighbor (KNN) :
KNN is a method that takes no training time but takes a lot of time to test that is why

called a lazy method which is we did not test it.

E.Support Vector Machine (SVM) :
SVM is the most commonly used supervised machine learning algorithm for classification

for its utility and accurate predictions making it an effective method.

3.1.3 Metric

In the context of machine learning for medical diagnosis, the performance metric might
change based on the specific task and issue being addressed.

.Accuracy : By comparing the proportion of accurate forecasts to all predictions, ac-
curacy assesses how accurate the model’s predictions are overall. Accuracy might not be
enough, though, when working with datasets that are unbalanced. Calculated as :

(TP + TN)
(TP + FP + FN + TN) (3.1)

where TP refers to true positive (i.e., where the models correctly predicts a positive class),
TN refers to true negative (i.e., where it correctly predicts a negative class), whereas FP

(false positive) and FN (false negative) when, it gets them wrong.
.Recall : It measures the model’s ability to correctly identify positive cases. It is calculated
as :

TP

(TP + FN) (3.2)

.Precision : It assesses how well the model can recognize positive cases among the
anticipated positive cases. It is determined as :

TP

(TP + FP ) (3.3)
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.F1 Score : F1 Score is the harmonic mean of precision and recall,providing a fair
assessment of both measurements. It is advantageous when classes are unbalanced since it
combines precision and recalls into a single value. Calculated as :

2 ∗ ( Precision ∗ Recall )
( Precision + Recall ) (3.4)

3.2 Automatic method :

3.2.1 Gray Wolf Optimizer

The Gray Wolf Optimizer (GWO) is a metaheuristic optimization algorithm inspired by the
social behavior of gray wolves in nature. It simulates the hunting process of gray wolves,
consisting of three main types of wolves : alpha, beta, and delta. These wolves represent the
three best solutions found so far. Additionally, there are a number of other wolves representing
the remaining solutions.

The position update equation for each wolf in GWO is defined as follows :

Xnew = A − C · D, (3.5)

where Xnew is the new position of the wolf, A is the position of the alpha wolf, C is a
random coefficient matrix, and D is the distance vector between the current wolf and the
alpha wolf.

The algorithm proceeds through iterations, updating the positions of the wolves until
convergence criteria are met.

Figure 3.2 : Behavior of GWO Algorithm using Meta-heuristics method(reprinted from[9])
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Feature Selection and Model Tuning Using GWO

Given a dataset with N instances and M features, the goal is to find a subset of features
that optimally represent the data.

In our case, accuracy is used as the fitness function for feature selection (refer to Eq.
(3.1))

Figure 3.3 : Feature selection using GWO

The resulting pseudo-code is as follows :
Algorithm 1: Feature Selection using GWO

Initialize the wolf population randomly;
Evaluate the fitness of each wolf;
for each iteration do

Update the positions of alpha, beta, and delta wolves using Equation (3.5);
Update the positions of the other wolves using Equation (3.5);
Evaluate the fitness of each wolf;
Select the new alpha, beta, and delta wolves;

end
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This pseudo-code outlines the iterative process of GWO for feature selection. The wolves
represent different subsets of features, and their positions are updated to search for the
optimal subset that maximizes the classification performance.

3.2.2 Genetic Algorithm

Genetic Algorithms (GAs) are search algorithms inspired by natural selection and genetics.
They simulate natural evolutionary processes, operating on chromosomes, which encode the
structure of living beings. Unlike other search methods, GAs search across a population of
points and work with coded parameter sets rather than the parameter values themselves.

Due to these characteristics, GAs serve as general-purpose optimization algorithms. They
can search irregular spaces, making them suitable for various applications, including function
optimization, parameter estimation, and machine learning.

Terminology for Genetic Algorithm

1.Population

The population contains a set of possible solutions for the stochastic search process to begin.
GA will iterate over multiple generations till it finds an acceptable and optimized solution.
The first generation is randomly generated.

2.Chromosome

It represents one candidate solution present in the generation or population. A chromosome
is also referred to as a Genotype. A chromosome is composed of Genes that contain the value
for the optimal variables.

3.Phenotype

It is the decoded parameter list for the genotype that is processed by the Genetic Algorithm.
Mapping is applied to the genotype to convert it to a phenotype.

4.The Fitness function

Also know as the objective function. It evaluates the individual solution or phenotypes for
every generation to identify the fittest members.
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The pseudo-code for feature selection using GAs is as follows :
Algorithm 2: Feature Selection using Genetic Algorithm

Initialize the population of chromosomes randomly;
Evaluate the fitness of each chromosome;
for each iteration do

Select parent chromosomes from the population based on their fitness;
Apply crossover to generate offspring chromosomes;
Apply mutation to the offspring chromosomes;
Evaluate the fitness of each offspring chromosome;
Select the best chromosomes from the current population and offspring to form
the new population;

end

Figure 3.4 : Terminology for Genetic Algorithm(reprinted from[10])
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Experiment and results

In this chapter, we will describe the materials that have been used, the used parameters, and
analyze the results.

4.1 Used technologies

1.Kaggle : Kaggle is an online community platform for data scientists and machine learning
enthusiasts. Kaggle allows users to collaborate with other users, find and publish datasets,
use GPU integrated notebooks, and compete with other data scientists to solve data science
challenges. The aim of this online platform (founded in 2010 by Anthony Goldbloom and
Jeremy Howard and acquired by Google in 2017) is to help professionals and learners reach
their goals in their data science journey with the powerful tools and resources it provides. As
of today (2021), there are over 8 million registered users on Kaggle[59].

2.Python (Programming language) : is a high-level, interpreted programming language
known for its simplicity and readability. It was created by Guido van Rossum and first released
in 1991. Python emphasizes code readability and has a large standard library, making it
suitable for a wide range of applications, including web development, data analysis, artificial
intelligence, and scientific computing. It supports multiple programming paradigms, including
procedural, object-oriented, and functional programming. Python’s popularity has grown
rapidly, and it has a large and active community of developers who contribute to its open-
source ecosystem[60].

3.Scikit-learn : is a Python library for machine learning and data analysis. It offers a
wide range of tools and algorithms for tasks such as classification, regression, clustering, and
dimensionality reduction. Scikit-learn integrates well with other scientific Python libraries
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and provides a consistent API. With scikit-learn, users can easily implement machine learning
models, preprocess data, and evaluate model performance using various metrics[61].

4.Matplotlib : is a Python library for creating visualizations and plots. It offers a wide range
of tools for generating different types of graphs and charts. Matplotlib is highly customizable,
allowing users to personalize their visualizations with colors, labels, and other elements. It is
widely used in data analysis and scientific research[62].

5.Pandas : is a popular Python library for data manipulation and analysis. It provides
efficient data structures and functions for tasks like cleaning, transforming, and analyzing
structured data. Pandas simplifies data handling and integrates well with other scientific
Python libraries[63] .

4.2 Experiment set-up

4.2.1 Materials

This experiment has been done in both an online editor (kaggle) and a local machine. The
machine that has been used for this work has the following specifications :

1. Intel(R) Core(TM) i7-5600U CPU @ 2.60GHz 2.59 GHz.

2. 16 Gb RAM.

4.3 Implementation

To ensure a smooth development of the model and achieve the research objective, a series of
steps were followed. These steps involved analyzing the raw data using different techniques
to obtain a thorough understanding of the dataset. Additionally, the dataset underwent
preparation, which included feature grouping and data cleaning processes. Subsequently,
individual models were created and trained using the provided training data. The outcomes
of each model were then combined to obtain a comprehensive result.

4.4 Dataset

As said before, this dataset contains information on patients with lung cancer named lung
cancer prediction.
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4.4.1 Features description :

Gender : The gender of the patient.

Age : The age of the patient.

Smoking : The level of smoking of the patient.

Yellow_Fingers : The level of Yellow-Fingers exposure of the patient.

Anxiety : The level of anxiety of the patient.

Peer_Pressure :The level of Peer-Pressure of the patient.

chronic Lung Disease : The level of chronic lung disease of the patient.

Fatigue : The level of fatigue of the patient.

Allergy : The level of allergy of the patient.

Wheezing : The level of wheezing of the patient.

Alcohol Consuming : The level of alcohol use of the patient.

Coughing : The level of Coughing of the patient.

Shortness of Breath : The level of shortness of breath of the patient.

Swallowing Difficulty : The level of swallowing difficulty of the patient.

Chest Pain : The level of chest pain of the patient.

lung cancer : The level of lung cancer of the patient.

4.4.2 Data Understanding :

This data set was taken from Kaggle and consists of 309 rows and 16 columns.

4.4.3 Data Preparation :

Firstly, we checked for duplicates in the dataset using df.duplicated().sum(), summed up
the occurrences of duplicates, and then removed duplicate rows using the drop_duplicates()
function (refer to Figure 4.1).
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Figure 4.1 : The number of duplicates in this data set

Figure 4.2 : The step of duplication removal

Then, we checked for the count of null values in each column of the dataset using the is
null().sum() function. Luckily, this dataset does not have any null value.

Figure 4.3 : Image showing null values.

Finally, we eliminated the ’GENDER’ column for data cleaning by removing irrelevant or
unnecessary columns.

Figure 4.4 : Example of column removal
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After that, we transformed the categorical column ’LUNG CANCER’ into a numerical column
’lung cancer’. The function checked each value of ’Lung cancer’ and assigned a numerical value
(1 for ’YES’, 0 for ’NO’). This was done using a LabelEncoder from Sklearn .

Figure 4.5 : Conversion of Categorical LUNG CANCER to Numerical Values Using Labe-
lEncoder.

Overall, these steps ensured that the dataset was free of null values and duplicate entries,
preparing it for further analysis and modeling.

4.4.4 Correlation

This analysis utilized the Pearson correlation coefficient to explore the linear relationships
between the variables in our dataset. The resulting correlation matrix provides a compre-
hensive overview of these pairwise correlations. Each value within the matrix represents the
strength and direction of the linear association between two specific variables. Values range
from -1, indicating a perfect negative correlation, to +1, signifying a perfect positive corre-
lation. A value of 0 suggests no correlation between the variables.
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Figure 4.6 : A correlation matrix reveals the strength of relationships between variables.

Correlation analysis

This part refines the correlation analysis. It creates a new heatmap by filtering the original
matrix to only show correlations with a strength (absolute value) of 0.40 or higher. The
heatmap uses a blue colormap, where darker shades represent strong negative correlations
and lighter shades represent strong positive correlations. This helps you focus on the most
impactful relationships between variables in your data, making it easier to identify potential
areas for further investigation.
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Figure 4.7 : The Heatmap of Strong Correlations.

4.5 Preprocessing

4.5.1 Importing Dependencies

The necessary libraries are imported, including sklearn, creating the feature : matrix X and
the target variable y from the data dataframe.

4.5.2 Splitting the data :

The data is split into training and testing sets using the train_test_split function from
scikit_learn. The feature matrix X and the target variable y are divided into X_train, X_test,
y_train, and y_test, respectively. The test size is set to 0.25, which means 25% of the data
will be used for testing, while the remaining 75% will be used for training the model.

4.5.3 Model training :

We trained multiple machine learning models, evaluated their performance individually. Let
us start with logistic regression :

After splitting the data, we import Logistic Regression from sklearn.linear_model. This
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logistic regression model is a commonly used algorithm for binary classification tasks. An ins-
tance of the logistic regression model, lr_model, is created with random_state=0 to maintain
consistent results. The fit method is then applied to the training data (X_train and y_train),
allowing the model to learn the underlying patterns and relationships in the data.

Figure 4.8 : Model training.

Figure 4.9 : Comparison of classification algorithms Performances

The figure 4.9 shows a bar chart comparing the performance metrics (precision, recall,
and F1-score) of different machine learning algorithms : Decision Tree (DT), Random Forest
(RF), Support Vector Machine (SVM), Logistic Regression (LR), and K-Nearest Neighbors
(KNN).

The RF and the SVM algorithm shows the highest overall performance across all three
metrics, closely followed by Logistic Regression,Decision Tree has the lowest performance
among the compared algorithms.
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Figure 4.10 provides a comparative analysis of the accuracy of five different machine
learning models.

To conclude, RF,DT,ANN and SVM have the highest accuracies, indicating strong per-
formance on this dataset, while LR has the lowest accuracy, suggesting it may not be the
best choice for this particular dataset.

Figure 4.10 : Accuracy across different classification algorithms.
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4.5.4 Automatic vs Manual

In analyzing the accuracy of different classifiers for Parkinson’s Disease, Breast Cancer, and
Lung Cancer datasets, we observe distinct trends in the performance of manual versus auto-
matic classification methods.

Figure 4.11 : The accuracy of parkinson Data.

For Parkinson’s Disease The maximum accuracy achieved manually is 0.96 using the
Random Forest (RF) classifier, whereas the automatic method reaches a peak accuracy of
0.99 across several classifiers, including Decision Tree (Dt), K-Nearest Neighbors (KNN), RF,
Artificial Neural Networks (ANN), and Logistic Regression (LR). This reflects a percentage
improvement of approximately 3.13
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Figure 4.12 : The accuracy of breast cancer Data.

In the Breast Cancer dataset, the RF classifier also shows the highest manual accuracy
at 0.97, while the Logistic Regression (LR) classifier stands out in the automatic method
with an accuracy of 0.99. This corresponds to a percentage increase of around 2.06 For the

Figure 4.13 : The accuracy of lung cancer Data.

Lung Cancer dataset, the RF classifier again achieves the highest manual accuracy at 0.95.
In contrast, the automatic method attains an accuracy of 0.99 using multiple classifiers,
indicating a significant enhancement of approximately 4.21%.
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Conclusion : In all cases (lung cancer, breast cancer, and Parkinson’s disease), automatic
classification methods consistently outperform manual methods across all classifiers, often
achieving perfect accuracy. This demonstrates the effectiveness and potential superiority of
automatic classification in medical diagnosis tasks.

4.5.5 GWO vs GEN

Figure 4.14 : The accuracy of lung cancer Data(GWO,GEN).

Lung cancer anaylsis : Both GEN and GWO perform almost identically across all
classifiers, achieving near-perfect accuracy. This uniform performance suggests that both
optimization algorithms are highly effective for the Lung Cancer dataset, and there is no
significant advantage of one over the other.
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Figure 4.15 : The accuracy of parkinson Data(GWO,GEN).

Parkinson analysis : In the analysis of the Parkinson dataset, both GEN and GWO
achieve perfect accuracy in Decision Tree (DT) classification. However, in other classifiers,
GEN consistently outperforms GWO : Random Forest (RF) with an accuracy of 0.97 vs. 0.82,
Support Vector Machine (SVM) with both above 0.95 but GEN slightly higher, Artificial
Neural Network (ANN) with GEN close to 1 vs. GWO at 0.87, Logistic Regression (LR)
at 0.97 vs. 0.85, and K-Nearest Neighbors (KNN) at 0.96 vs. 0.88. These results highlight
GEN’s superior performance across various classifiers.
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Figure 4.16 : The accuracy of breast cancer Data(GWO,GEN).

Although the Genetic Algorithm (GEN) provided the best overall accuracy with decision
trees (DT), the Grey Wolf Optimizer (GWO) showed better performance in some cases.

In conclusion, the observed performance differences of GA and GWO across various ma-
chine learning algorithms highlight the nuanced strengths and weaknesses of each optimiza-
tion approach. GA’s capability to balance exploration and exploitation proved advantageous
in optimizing hyperparameters for Decision Trees, Artificial Neural Networks, and k-Nearest
Neighbors, likely due to its ability to efficiently explore complex solution spaces and converge
towards diverse, high-quality solutions. Conversely, GWO, with its emphasis on exploration
through hierarchical repositioning of search agents, may not always effectively exploit pro-
mising solutions once discovered, particularly in scenarios where precise parameter tuning is
crucial, such as with Support Vector Machines and Random Forests. Therefore, the choice
between GA and GWO for optimizing machine learning algorithms should consider the spe-
cific the complexity of the parameter space, and the desired trade-off between exploration
and exploitation.
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4.5.6 Convergence

Figure 4.17 : The convergence.

The optimization process demonstrated remarkable efficiency by achieving near-optimal
solutions within a minimal number of iterations, often three or fewer. The observed pro-
gression in accuracy from 0.97 to perfect scores of 1.0 highlights the optimizer’s capability
to swiftly converge towards higher performance. This efficiency is particularly noteworthy
in scenarios where maximizing accuracy is critical, such as in medical datasets where errors
can have significant implications. Therefore, the effectiveness of the optimizer in rapidly im-
proving accuracy underscores its potential utility in real-world applications where quick and
reliable optimization is essential.
Regarding the number of features, their count appeared random because the primary goal
was to maximize accuracy. Therefore, any number of features that enhanced accuracy was
deemed beneficial. The fitness function did not attempt to decrease the number of features
either ; doing so could potentially lead to decreased accuracy. However, this approach may
conflict with the nature of the current field, especially in medical datasets where errors can
have serious consequences. Thus, compromising accuracy to reduce features could contradict
the operational context.
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4.6 The Result :

our study compared manual and automated optimization processes using GA and GWO.
Automation with GA and GWO proved advantageous over manual tuning, offering efficiency
and reproducibility in exploring hyperparameter spaces. GA effectively balanced exploration
and exploitation, swiftly improving model accuracy from 0.97 to perfect scores of 1.0 in just
a few iterations. GWO, proficient in exploring diverse solutions through hierarchical reposi-
tioning, occasionally lagged in exploiting promising solutions compared to GA.

Our automated tool demonstrated the ability to optimize, fine-tune, and select the best
classifier for various datasets, significantly reducing hours of manual work and correlation
checks. The primary focus on maximizing accuracy underscored the tool’s capability to en-
hance model performance rapidly. However, further research is needed to optimize both accu-
racy and feature reduction simultaneously, crucial for improving model interpretability and
efficiency in practical applications.
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General Conclusion

Machine learning has proven to be an indispensable tool in a variety of domains, enabling
automated decision-making and predictive modeling through data-driven insights. Among
the array of techniques, classification stands out as a fundamental method that requires a
robust set of features for the learning process. However, the complexity of improving the
learning ability of classification algorithms escalates when dealing with datasets containing
an extensive number of features. This complexity arises from the presence of redundant and
irrelevant features, which not only complicate the performance of learning algorithms but
also increase computation time.

In this thesis, we addressed the necessity of eliminating irrelevant features from datasets
to achieve an effective learning process. We emphasized the importance of optimal feature
selection techniques in enhancing classification accuracy and efficiency by reducing data di-
mensionality.

A notable aspect of our investigation was the integration of Meta-heuristic optimizers
into the feature and classifier selection process. We explored the potential of these optimizers
to enhance model performance through efficient navigation of the feature space. Our findings
demonstrated that Meta-heuristic optimizers significantly contribute to the optimization of
machine learning pipelines by effectively balancing feature selection, classifier selection, and
hyperparameter tuning.

The key contributions of this thesis can be summarized as follows : a comparative analysis
of different classifiers revealed insights into their performance across various metrics, guiding
the selection of appropriate models for specific tasks ; the evaluation of feature selection me-
thods underscored the importance of eliminating irrelevant features to improve classification
accuracy and reduce computational load ; and the integration of Meta-heuristic optimizers
showcased their efficacy in optimizing the entire machine learning pipeline, leading to better
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model performance.
The future work will involve applying the proposed methods to a wider variety of datasets

from different domains, such as healthcare, finance, and image recognition, will help validate
their generalizability and effectiveness. Exploring domain-specific adaptations of feature se-
lection and classifier optimization techniques will also be crucial in ensuring these methods’
effectiveness across diverse applications.
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