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Abstract:

Biometric authentication is gaining popularity due to its high security and ease of use compared to
traditional methods. These technologies rely on unique individual traits, such as subcutaneous
veins. The technology offers greater resistance to forgery (due to the difficulty of accessing
subcutaneous veins) and environmental conditions, and is used in various fields where
subcutaneous veins are only visible under near-infrared light. Our goal is to increase individual
recognition accuracy using the veins of both right and left palms and the left index finger,
employing feature extraction techniques. This involves starting with the extraction of the Region of
Interest (ROI), selecting the best part of the image for subsequent feature extraction. Our proposal
includes using feature extraction techniques with GABOR and LPQ filters. Finally, features are
classified using KNN algorithms with various distance metrics (Euclidean, Cosine, City Block,
Mahalanobis). Our study demonstrated highly encouraging performance, achieving a recognition
rate of 100%.

Key words: Biometric authentication, Veins, Near-infrared light, ROI, LPQ, GABOR filter bank,
KNN.



Résumé :

La popularité de l'authentification biométrique augmente en raison de sa haute sécurité et de sa
facilité d'utilisation par rapport aux méthodes traditionnelles. Ces technologies reposent sur des
traits individuels uniques, tels que les veines sous-cutanées. La technologie offre une plus grande
résistance a la contrefacon (en raison de la difficulté d'accés aux veines sous-cutanées) et aux
conditions environnementales, et elle est utilisée dans divers domaines ou les veines sous-cutanées
ne sont visibles qu'a la lumiére infrarouge proche. Notre objectif est d'augmenter la précision de la
reconnaissance individuelle en utilisant les veines des paumes droite et gauche ainsi que I'index
gauche, en utilisant des techniques d'extraction de caracteristiques. Cela implique de commencer
par I'extraction de la Région d'Intérét (ROI), en sélectionnant la meilleure partie de I'image pour
I'extraction ultérieure des caractéristiques. Notre proposition inclut l'utilisation de techniques
d'extraction de caractéristiques avec les filtres GABOR et LPQ. Enfin, les caractéristiques sont
classées a l'aide d'algorithmes KNN avec diverses distances (Euclidienne, Cosinus, Bloc de Ville,
Mahalanobis). Notre étude a montré des performances trés encourageantes, atteignant un taux de

reconnaissance de 100%.

Mots-clés : Authentification Biométrique, Veines, Lumiére proche infrarouge, ROI, LPQ, Banc
de filtres de Gabor, KNN.
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Introduction general

Introduction general

Information systems security has become an area of great research interest. Identification of
individuals is a pivotal element of the security framework, necessary to ensure the security of
systems and institutions. Individual recognition has gradually gained importance in daily human
activities, facilitating secure transactions across various sectors. Although originally limited to
fields such as the military and medicine, recognition systems are now widely applied, including

controlling access to devices and facilities, as well as protecting financial assets such as bank cards

The term "biometrics™ is increasingly common in our daily lives, with its origins tracing back to the
19th century. Various biometric technologies have since been developed, relying on physiological
and behavioral identifiers like the iris [1], voice [2], fingerprints [3], face [4], signature, etc. These
technologies are deemed more reliable than traditional systems such as keys or passwords due to
their resistance to forgery. They enable precise and unique recognition of individuals based on their
distinct biometric characteristics. This has spurred a rising demand for biometric systems, with

advancements now encompassing vein recognition (palm and finger).

The technology of vein recognition, also known as vascular biometrics, involves capturing and
analyzing unique vein patterns in the body for biometric identification. This process uses optical
scanning to capture vein images in areas like the palm and fingers, making it highly secure due to
the sub-dermal nature of veins. This method leverages the distinctiveness and stability of vein

patterns, which are unique to each individual and remain constant over time [5].

In the case of hand vein recognition, whether in civilian or public contexts, it essentially involves
comparing two images of complete prints with controlled quality. In this study, we chose a
recognition system based on both hand veins and finger veins. This system uses the shape of the
inside of the hand and fingers to extract biometric characteristics that allow individuals to be
identified. These characteristics are permanent and stable throughout life and are unique to each

individual, even for identical twins [6].

Features are extracted using techniques such as LPQ (Local Phase Quantization) method and Gabor
filter bank. These methods enable the extraction of specific and discriminative information from

palm vein and finger.
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For classification, the KNN (k-nearest neighbors) algorithm is employed. It categorizes palm and
finger vein vectors based on their similarity. Various metrics are utilized to measure similarity,

including Euclidean distance, cosine similarity, city block distance, and Mahalanobis distance.
Our work is divided into three distinct chapters:

Chapter 01: In this chapter, we elucidate the concept of biometrics, along with its characteristics
and modalities, encompassing both physiological and behavioral aspects. Additionally, we explore
the evaluations of biometric systems, offering insights into various methodologies employed to

assess their performance and reliability.

Chapter 02: we explored the most recent techniques for extracting features from finger and palm
vein. We delved into different methodologies and technologies utilized to derive unique and
distinguishing features from hand vein prints. This enabled us to grasp the current methodologies

and recent developments in this area.

Chapter 03: In this chapter, we comprehensively elucidated the methodology employed for
representing hand vein patterns. We delineated each step of our approach, which encompasses
feature extraction utilizing specific techniques such as LPQ and Gabor filters, vector classification
utilizing the KNN algorithm with Mahcos distance, and the score-level fusion technique between

palm vein and finger vein.

In this system, utilizing the aforementioned methods, we achieved perfect accuracy when applied to
a database containing 42 individuals and 1050 images. The results were exceptional, achieving a
Rank-1 recognition rate of 100%, an Equal Error Rate (EER) of 0.00%, and verification rates (VR)
of 100% at false accept rate 1% and 0.1%.

In future work, we aim to expand the dataset by recruiting more participants and broadening it for
verification purposes. Additionally, we plan to enhance image acquisition by developing high-

quality imaging devices suitable for finger and palm veins.
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Introduction:

In today's rapidly advancing technological landscape and growing dependence on digital
information, the demand for efficient methods of identification and authentication has reached
unprecedented levels. In this scenario, the emergence of biometric identification systems stands out
as a critical tool across different domains. Throughout this chapter, we explored diverse and
enduring biometric traits like fingerprints, facial features, or iris scans, which serve to authenticate
and verify individuals' identities, offering higher accuracy and security compared to traditional
methods reliant on passwords or smart cards .Biometric identification technologies offer a unique
advantage, as an individual's biometric data cannot be easily copied or forged, making them more

reliable in dealing with security systems and computers.

In this introduction, we will delve into the world of biometric identification systems in more detail,
including their architecture, evaluation, as well as their applications in fields such as security,

surveillance, and digital identity management.

I.1Biometrics definition:

Biometrics is a technology used for identifying and verifying individuals, involving the conversion
of biological, morphological, or behavioral traits into digital data. Its objective is to establish the
distinctiveness of a person based on immutable aspects of their anatomy or behavior. Biometric
authentication relies on measuring physiological attributes or extracting behavioral patterns to

ascertain identity, enabling recognition of individuals [7].

Physiological traits encompass various features like the iris, fingerprint, palm print, hand geometry,
and facial characteristics. Meanwhile, behavioral attributes include voice, signature, gait, among

other, as depicted in Figure 1.1.
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Physiological

Behavioral

Signature

Figure 1.1. Some biometric modalities

1.2 Various biometric modalities:

The diverse array of human biometric traits has led to the development of various authentication
systems, each relying on a morphological, biological, or behavioral feature. Among these systems,
certain ones have demonstrated reliability and have evolved over time. Figure 1. 2 depicts different

biometric modalities utilized in various security and surveillance systems.

Figure I. 2. Categorization of various biometric modalities
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1.2.1Palmprints:

The Palm print system is a manual biometric approach focusing on the inner surface of the hand,
which shares similarities with fingertips but covers a larger area. Numerous features of a palm print
can be utilized for individual identification. Palm prints offer more unique information compared to
fingerprints. Additionally, palm print capture devices are more cost-effective than iris devices. They
encompass distinct features like major wrinkles and creases, which can be extracted even from low-

resolution images. Figure 1. 3 lllustrates the primary lines of the palm [8].

‘Middle finger crease

Middle finger crease-._ < 2
e _. Five finger crease or

Little finger crease __ proximal traverse

Three finger crease ™
or distral traverse

" Thumb crease

Figure 1. 3. Definitions of palm lines and regions from scientists [9]

1.2.2 Finger knuckle print (FKP):

The Finger Knuckle Print (FKP) refers to the unique patterns formed by the ridges and grooves on
the skin covering the finger joints. Unlike traditional fingerprints, FKP is often deemed a more
reliable biometric modality due to its increased difficulty in replication or falsification. These prints
are captured using a sensor and compared against a database for identity verification purposes.
FKPs find common application in security systems for financial transactions and access to sensitive

facilities [10]. Figure 1. 4. depicts Finger Knuckle Prints (FKP).

Figure 1. 4. Finger knuckle print (FKP)

1.2.3 Finger inner-knuckle print (FIKP):

The Finger Inner-Knuckle Print (FIKP) is an innovative hand biometric system that relies on finger
knuckle patterns for identification. It introduces a refined extraction technique known as Average
Local Line Binary Pattern (ALLBP) specifically tailored for finger knuckle patterns. This modality
stands out by integrating minor and basic FIKP in a novel bimodal approach, a previously

5
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unexplored concept. FIKP can serve as a standalone method for biometric recognition or be
combined with other modalities to bolster security measures [11]. Figure 1.5 depicts the

physiological characteristics of the inner finger region.
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DistalK Proximal BasicKnuc
nuckle Knuckle kle

Figure 1.5. Finger anatomy from an inner knuckle print surface (middle finger) [11]

1.2.4 Hand geometry:

This modality involves analyzing the shape of the hand, its length, width, height, and finger
curvature, etc. This technique is recent, simple, and well accepted by users who follow sensor
guides (infrared LEDs, digital cameras) to properly position their fingers, making
detection/segmentation easier. However, this kind of system can be fooled by real twins or even by
people with similar hand shapes. This technology offers a reasonable level of precision and is
relatively easy to use. However, it can be easily deceived by twins or people with similar hand

shapes [12]. Figure 1. 6 provides an illustration of hand geometry.

Figure 1.6. Device for Recognizing Hand Geometry

1.2.5 Finger vein:

The veins of the fingers are hidden under the skin where red blood cells circulate. In biometrics, the

term "vein" does not fully correspond to the terminology of medical science. Its network models are
6
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used to authenticate a person's identity, in which the vein, about 0.3 to 1.0 mm thick, is visible
through near-infrared rays. In this definition, the term "finger" includes not only the index, middle,
ring, and little fingers, but also the thumb. Finger-vein recognition [13] is one of the emerging
biometrics and has been recently well studied. Compared to other biometric traits, the finger vein
presents a higher degree of concealment and security in identification. Furthermore, compared to
other vein recognitions, such as dorsal vein recognition [14], palm vein recognition [15], the size of
the finger vein imaging device is smaller, and the credibility is higher. Figure 1. 7 below depicts

finger veins captured in the near-infrared spectrum.

Figure 1.7. Finger vein patterns [16]

1.2.6 Palm vein:

Palm vein authentication uses the vascular patterns of an individual’s palm as personal
identification data. Compared with a finger [17] or the back of a hand, a palm has a broader and
more complicated vascular pattern and thus contains a wealth of differentiating features for personal
identification. The palm is an ideal part of the body for this technology; it normally does not have
hair which can be an obstacle for photographing the blood vessel pattern, and it is less susceptible to

a change in skin color, unlike a finger or the back of a hand.

The deoxidized hemoglobin in the vein vessels absorb light having a wavelength of about 7.6
x10~*mm within the near-infrared area [18]. When the infrared ray image is captured, unlike the
image seen in Figure 1-8 (a), only the blood vessel pattern containing the deoxidized hemoglobin is
visible as a series of dark lines Figure 1-8 (b). Based on this feature, the vein authentication device
translates the black lines of the infrared ray image as the blood vessel pattern of the palm Figure 1-8

(c), and then matches it with the previously registered blood vessel pattern of the individual.



Chapter I: Introduction of biometric systems

Figure I. 8: (a) Infrared ray image, (b) Extracted vein pattern, (c) Palm vein sensor

1.3 Architecture of biometric system:

The architecture comprises two main phases training and testing:

In the training phase, biometric data from an individual is collected and stored in a database.
Typically, data captured by devices like security cameras or fingerprint readers is processed by a
feature extraction module to isolate distinct traits. During recognition, data from a test subject is
compared to stored data by a comparison module, with the decision module determining the
individual's identity. Biometric systems can function in either verification or identification mode.

See Figure 1. 9 for an illustration of the system.

Feature ;
. ——> Modeling
extraction |

Datebase
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e “ -
IS : o : Feature ; ;
Testing Acquisition —> Preprocessing —> . —>  Modeling F» Matching ‘
‘ ‘ extraction

Decision

Training Acquisition ——» Preprocessing ——»

Figure 1.9. Architecture of biometric system

1.3.1 Verification mode:
Verification mode in a biometric system is the process of confirming a user's identity by comparing
captured biometric data with that stored in the database (see Figure 1. 10). Typically, it proceeds as

follows:



Chapter I: Introduction of biometric systems

e Acquisition: The user submits their biometric data via a sensor, such as a hand and
finger veins image.

e Biometric feature extraction: Image processing software analyzes the captured data,
extracting specific characteristics crucial for identification.

e Matching module: Extracted biometric characteristics are then matched against
stored templates in the database to determine if they correspond to an existing entry

[19], refer for visual representation.

__PIN Code
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Figure I. 10. Flowchart of verification mode

1.3.2 Identification mode:

In identification mode, the user's identity isn't explicitly disclosed. Instead, the implicit assumption
is that they belong to the pool of individuals already enrolled in the system. This scenario involves a
1: N match against the database. The biometric system's output provides the identity of the
individual whose model shares the highest degree of similarity with the presented biometric sample.
Typically, if the highest similarity score falls below a predetermined security threshold, the person
IS rejected, indicating that they aren't among the enrolled individuals. Conversely, if the similarity

score exceeds the threshold, the person is accepted [20]. (Refer to Figure 1.11 for a visual depiction).
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Figure I. 11. Flowchart of identification mode

J

|.4 Evaluation of a biometric system:

Evaluating a biometric system involves analyzing its performance to determine its quality and

reliability. Important criteria for evaluating a biometric system include.

1.4.1 Identification mode:
The identification method within the biometric system integrates essential criteria for assessing
verification system performance. These criteria directly impact the security level. The key criteria

include the following:

1.4.1.1Speed: The time required to verify a person's identity is important in assessing the

convenience of using the system.

1.4.1.2Recognition rate: is the ability of the system to correctly identify a person. Correct and
incorrect recognition rates are important to evaluate the reliability of the system, In the context of
biometric recognition systems operating in identification mode [21], Rank-1 is calculated by:
N; (1)
Rank—1= — .100%
N
With: Ni represents the number of images successfully assigned to the correct identity and N is the

total number of images trying to assign an identity

1.4.1.3 CMC curve: The Cumulative Match Characteristic (CMC) curve is a widely used metric to
evaluate the performance of biometric identification systems. It provides a graphical representation
of the system's accuracy in identifying individuals within the top ranks of a candidate list [22].

Figure 1. 12 shows example of the CMC curve:
10
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CKMC Curve
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Figure 1. 12. Example of the CMC curve [23]

I.4.2Verification mode:
The verification method in the biometric system includes fundamental measures for assessing the
performance of verification systems. These measures directly impact both the security level and

ease of use. The key measures include the following:

1.4.2.1FAR: “False Acceptance Rate” The False Acceptance Rate is a measure of the likelihood
that the biometric system incorrectly accepts an unauthorized user. In the context of biometric
authentication, the FAR represents the rate at which the system incorrectly identifies an

unauthorized user as a legitimate one, leading to a false acceptance [24]:

FA(T) @)
N;

FAR (T) =
With: FA(T) is the false acceptance rate and Ni the number of impostors in the base.

1.4.2.2 FRR: “False Reject Rate” The False Rejection Rate is a measure of the likelihood that the
biometric system incorrectly rejects an authorized user. In the context of biometric authentication,
the FRR represents the rate at which the system fails to recognize a legitimate user, leading to a
false rejection [24] .

FR(T) (3)

With: FR(T) is the False Rejection rate indicates the number of False Rejections and NC the

FRR (T) =

number of customers in the database

1.4.2.3 EER: “Equal Error Rate” The third criterion is known as the Equal Error Rate (EER). The
Equal Error Rate (EER) is the point at which the False Acceptance Rate (FAR) and False Reject
Rate (FRR) are equal. This rate is also known as the crossover error rate. It serves as a crucial
benchmark for evaluating the overall performance of a biometric system [24].

11
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1.4.2.4 ROC curve: (Receiver Operating Characteristic) The Receiver Operating Characteristic
(ROC) curve is extensively used to evaluate the performance of biometric systems by providing a
graphical representation of the trade-off between the False Acceptance Rate (FAR) and the False
Rejection Rate (FRR) at different operating points [25]. This curve can be broken down into three
zones: high security zone, compromise zone and low security zone. Figure 1.13 show example of
the ROC curve:

ROC Curve

Y| N X Tooes S

o4f--

02 as sas :I__ as .-:. . __E ass = E.. sss -

[s] o2 0.4 0.6 0a 1

False Rejection Rate (FRR)

False Acceptance Rate (FAR)

Figure I. 13. Example of the ROC curve

1.4.2.5 DET curve: The Detection Error Trade off (DET) curve is a graphical representation that
shows the relationship between the False Reject Rate (FRR) and the False Acceptance Rate (FAR)
in a biometric system. It is plotted parametrically based on the threshold values [26].
Figure 1.14. shows example of the DET curve.

wi EER

False Rejection Rate (%)

Figure 1.14. Example of the DET curve
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1.5 Multimodal biometric system:

A multimodal biometric system is an identity recognition system that uses multiple biometric
modalities simultaneously to verify a person's identity, for example, a multimodal biometric system
can use both fingerprints and retinal scanning to verify identity, as well as several fusion levels such

as:

1.5.1 Fusion at the feature extraction level:

Fusion at the feature extraction level in a biometric system entails the direct amalgamation of data
from diverse sensors or modalities at the onset of the processing phase. This form of fusion, often
termed feature-level fusion, merges raw data from various biometric sources (see Figure I. 15).
Subsequently, this unified feature vector is compared to an enrollment template, and a matching

score is assigned, mirroring the procedure of a single biometric system [27].

Feature
extraction

’ Palm vein >

feature

fusion at ’
extraction

Feature
extraction

‘ Finger vein

Figure I. 15. Fusion at feature extraction

1.5.2 Fusion at the score level:

Score-level fusion in multi biometric systems is a technique used to combine the scores generated
by multiple biometric modalities, such as face and iris recognition, into a single score that is used to
make a final decision about the identity of an individual (see Figure I. 16). This approach enhances
the overall performance of the system by leveraging the strengths of each modality and mitigating

the weaknesses [28].

Feature

‘ Palm vein >

extraction l
fusion at score
Datebase
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Figure 1. 16. Fusion at score level
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The different types of score-level fusion techniques used in biometric systems include:
We put Score fusion = (Sr) and Score1= (S1) also Scorez = (S2):
< Simple-sum fusion technique:

<> Min-score fusion technique:
< Max-score fusion technique:
Sf: Max (51,52) (6)

<> Matcher weighting fusion technique:

Sf:W1><51+ WzXSZ (7)

Where:

W1+W2: 1 (8)

The Weighted Sum is considered the most common in implementing the weighted schemes used in

experiments for comparison and is given by the following equation [29]:

! (9)

EERg

Wk -
Zk=1

1
EERg

These techniques are applied in score-level fusion to combine scores from multiple biometric

modalities for enhanced verification and identification accuracy.

14
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1.6 Application areas of biometrics:

Biometrics, which involves the use of unique physical or behavioral features for identification, has
different applications across different sectors. Here are some of the main application areas of

biometrics:
1. Law Enforcement and Public Security:

* Biometric systems support law enforcement agencies in criminal identification, utilizing

technologies like Automated Fingerprint Identification Systems (AFIS) [30].

+ Military agencies also use biometric data for identification purposes, such as collecting

faces, irises, fingerprints, and DNA data [29].
2. Border Control, Travel, and Migration:

These systems enhance security measures at airports, borders, stadiums, and other sensitive

locations [30].
3. Commercial applications:

Biometric systems are used in consumer and customer identification, particularly in retail stores
They are also used in multi-factor authentication, combining biometric data with geolocation, IP

addresses, and keying patterns to enhance security [30].
4. Legal applications:
Such as missing children, body identification, criminal investigation, terrorist identification, etc [31]

These applications demonstrate the versatility and importance of biometric technology in enhancing
security measures, improving efficiency, and ensuring accurate identification across different

sectors as shown by Figure 1.17.
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Figure 1.17. Examples of application biometrics systems

Conclusion

In this chapter, we introduced the concept of biometric systems, their architecture and their different
applications. We also noted that the performance of biometric systems depends on several factors
and that it varies from one system to another. Among the criteria for evaluating the quality of the
biometric system, we presented the equal error rates (EER), we also talked about multi-modal

biometrics and its different type
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Introduction:

As introduced in the first chapter, there are several biometric modalities applied in the field of
identification and authentication. Among these modalities, we find that the palm print is a relatively
new biometric. The recognition system for palm prints, like all biometric systems, consists of three
essential steps: preprocessing, feature extraction, and classification. In this chapter, we will explain
how to perform these steps using mathematical theory and discuss the objectives of the most

commonly used methods in the research field.

I1.1 State of the art in biometric system:

The state of the art in biometric systems involves the use of advanced technologies like machine
learning and artificial intelligence to enhance security and accuracy in biometric recognition.
Researchers are focusing on developing systems and algorithms that are resistant to spoofing
attacks, ensuring the reliability of biometric authentication. Recent advancements have led to
impressive results, with facial biometric systems achieving a 100% accuracy rate in identifying
biometric attacks, along with high accuracy rates for iris and fingerprint recognition systems [32].

This progress signifies a significant step forward in the field of biometrics, emphasizing the
importance of continuous innovation to address security challenges and improve authentication

processes.

11.2 Identification/verification system:

The identification or verification system consists of three steps:
o Acquisition (database)
o Feature extraction (example: LPQ, Gabor,)
o Classification (example: SVM, KNN,)

17
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11.2.1 Hand vein:

Hand veins, are a network of veins and blood vessels situated beneath the skin surface of the human
hand. This intricate system of veins creates a distinct pattern of interconnected lines that is unique
to each individual. These hand vein patterns serve as a physiological biometric trait that can be
utilized for identification purposes, offering a secure and reliable method for personal verification
[33]. It is possible to consider hand vein identification as the ability to recognize a unique individual
through a suitable algorithm that exploits the characteristics of the vein. Figure I1. 1 illustrates some

of the basic characteristics of hand veins.
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Figure I1. 1. Some fundamental characteristics of the hand vein [34]

11.2.2Acquisition of the hand veins image:

The acquisition of hand vein images involves capturing images of the veins in the hand for various
purposes like biometric identification and medical procedures. Different techniques are used for this
process, including contactless methods that utilize near-infrared (NIR) light to make the vascular
pattern visible. The acquisition devices are designed to optimize light source parameters based on

image characteristics [35].

11.2.3The various methods in the state of the art for utilizing hand veins:

The paper "Personal Authentication Using Hand Vein Triangulation and Knuckle Shape" by Kumar
and Prathyusha introduces a novel method for personal authentication utilizing hand vein images
and knuckle shape data. The approach is automated and utilizes inexpensive, near-infrared,
contactless imaging for acquiring palm dorsal hand vein images. Experimental results, based on a
database of 100 users, demonstrate a low False Reject Rate of 1.14%, indicating a promising
alternative for user identification [38]. The study conducted by Raghavendra, Mohammad Imran,
Ashok Rao, and Kumar, G. H., titled "Multi-Modal Biometrics: Examination of Hand Vein and

Palm Print Fusion for Personal Verification,” investigates the fusion of hand vein and palm print
18
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biometric data for personal verification purposes. Based on a database of 50 users, near-infrared,
contactless imaging was used to acquire hand vein images. The approach utilizes two
methodologies: Log Gabor transform and non-standard mask, demonstrating a low False Reject
Rate of 4.8% and 1.4%, respectively.[39], The study conducted by Ferrer, M.A., Morales, A.,
Travieso, C.M., and Alonso, J.B., titled "Combining hand biometric traits for personal
identification,” is based on biometric features including hand geometry, palm and finger textures,
and dorsal characteristics. Utilizing a database of 50 users, near-infrared, contactless imaging was
employed. The approach utilizes the Simple Sum rule methodology, resulting in a low False Reject
Rate and an equal error rate of 0.01% [40]. The query concerns the research conducted by
YUKSEL, Aycan; AKARUN, Lale; SANKUR, Bulent on "Biometric Identification through Hand
Vein Patterns” . Utilizing a database of 100 users and near-infrared technology, the approach
employs ICA 1, ICA 2, LEM, and NMF methodologies, resulting in low equal error rates of 5.4%,
7.24%, 7.64%, and 9.17% respectively [41]. In the research conducted by Wang, Y.D., Fan, Y.,
Liao, W.P., Li, K.F., Shark, L.K., and Varley, M.R., they introduced 'Hand vein recognition based
on multiple key point sets." In this paper, SIFT (Scale Invariant Feature Transform) was utilized for
matching purposes. The proposed system reduced information redundancies, which were applied to
a database of 2040 images, resulting in a high-performance recognition rate of 97.95%. The fusion
of multiple sets of key points was proposed to identify the most reliable features [42]. Naidile, S.
and Shrividya, G. conducted a study titled "Personal Recognition Based on Dorsal Hand Vein
Pattern," focusing on the effectiveness of a hand vein biometric security system for authentication
and identification. They proposed utilizing a NIR camera for capturing dorsal hand vein images and
processing them through acquisition, preprocessing, feature extraction, and classification or
matching stages. The paper highlights the use of maximum curvature for identifying vein
centerlines post-preprocessing. The matching system employed a simple correlation method. Their
database included right- and left-hand images of both male and female subjects. Experimental
results showed a 75% positive detection rate and a 25% negative detection rate. They suggested
further improvements by integrating additional recognition systems [43]. The research conducted by
J. Cross and C. Smith, “Thermo graphic imaging of the subcutaneous vascular network of the back
of the hand for biometric identification,” employs a sequential correlation approach on vein
signatures. It utilizes near-infrared, contactless imaging for acquiring hand vein images.
Experimental results, based on a database of 20 hands, demonstrate a low False Reject Rate of
5.00% and a False Acceptance Rate of 0.00%, indicating a promising alternative for user
identification [44]. A new personal verification system by TANAKA, Toshiyuki; KUBO, Naohiko.

Based on a Biometric authentication by hand vein patterns., propose the certification system that
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system compares vein images for low-cost, high-speed, and high-precision certification. The
authentication equipment comprises a near-infrared light source and a monochrome CCD to
produce contrast-enhanced images of the subcutaneous veins. We adopted phase-only correlation
and template matching as recognition algorithms. Preliminary testing on a database containing 25
hands has been conducted, and the results are satisfactory, with an acceptable accuracy rate (FRR:
4.00% and FAR: 0.73%) [45]. A novel approach to personal verification by C. Lin and K. Fan,
utilizing thermal images of palm-dorsal vein patterns, is presented in this paper. Our work employs
a multi-resolution filter representation approach and an FIR camera for imaging. Testing on a
database containing 32 hands has been conducted, and the results are satisfactory, with an
acceptable accuracy rate (FRR: 2.3% and FAR: 2.3%). The experimental results demonstrate that
our proposed approach is valid and effective for vein-pattern verification [46]. The paper by L.
Wang and G. Leedham, titled "A thermal hand vein pattern verification system," utilizes (FIR)
imagining, contactless imaging for acquiring palm dorsal hand vein images. This system directly
recognizes the shapes of the vein pattern by measuring their Line-Segment Harsdorf Distance.
Preliminary testing on a database containing 108 different images has been carried out, and all the
images are correctly recognized [47]. In this paper, we begin by introducing the theoretical
foundation and challenges of hand vein recognition. Subsequently, we delve into the study of
threshold segmentation and thinning methods for hand vein images, proposing a new threshold
segmentation method and an enhanced conditional thinning method. Additionally, we explore the
method of hand vein image feature extraction based on end points and crossing points, followed by
employing a matching method based on distances to match vein images. Utilizing near-infrared
imaging, preliminary testing on a database containing 240 different images was conducted. The
matching experiments indicated the efficiency of this method [48]. In this paper, we propose a hew
algorithm based on multi supplemental features and multi-classifier fusion decision, aiming to
overcome the limitations of single-feature recognition. The approach utilizes near-infrared imaging.
Preliminary testing was conducted on a database containing 500 different images. The experimental
results indicate an acceptable accuracy rate (FRR: 5.00% and FAR: 0.00%) [49]. In this paper, two
kinds of shape matching method are used, which are based on Harsdorf distance and Line Edge
Mapping (LEM) methods. The vein image also contains valuable texture information, and Gabor
wavelet is exploited to extract the discriminative feature. In order to evaluate the system
performance, a dataset of 100 persons of different ages above 16 and of different gender, each has 5
images per person is used. Experimental results show that Hausdorff, LEM and Gabor based
methods achieved 58%, 66%, 80% [50]. In this study, the authors present a novel hand vein

database consisting of 300 images and a biometric technique based on the statistical processing of
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hand vein patterns using Independent Component Analysis (ICA). The BOSPHORUS hand vein
database was collected under realistic conditions where subjects underwent various procedures,
such as holding a bag, pressing an elastic ball, and cooling with ice, all of which induce changes in
vein patterns. The experimental results indicate an acceptable accuracy rate of 2.47% [51]. In this
paper, we propose a novel approach: the Local Feature-Based Ensemble 2-Dimensional Linear
Discriminate Analysis (LFBE-2D LDA) and 2D Principal Component Analysis (2D PCA), which
utilizes a database of 4280 images and NIR imaging for dorsal hand vein recognition. This method
uniquely combines local and global information, maximizing discriminate and descriptive image
features. Experimental results on our extensive dorsal hand vein database demonstrate high
accuracies (98.55%) achieved by our proposed method [52].

Table 1: Comparison of related works on hand vein-Based performance on different database

Reference Methodology Imaging Database | Performance
Kumar, A., and Prathyusha, Matching vein Near IR 100 FAR=1.14
K.V [38] triangulation and imaging
shape features Users FRR=1.14
Raghavendra, R., Imran, M., | Log Gabor transform | Near IR 50 users FAR=7.4,
Rao, A., and Kumar, G.H imaging
[39] FRR=4.8
Non-standard mask FAR =2.38,
FRR=14
Ferrer, M.A., Morales, A., Simple Sum rule Near IR 50 users FAR =0.01,
Travieso,C.M.and Alonso, imaging
J.B[40] FRR =0.01,
EER =0.01
Yuksel, A., and Akarun, L ICA 1, ICA2, LEM Near IR 100 users EER =5.4,
[41] and NMF imaging 7.24,7.64 and 9.17
YUKSEL,Aycan; SIFT(Scale Invariant | Near IR 2040 Rank 1= 0.9795
AKARUN, Lale [42] Feature Transform) imaging images,
AHMED,MonaA.; simple correlation Near IR FAR =0.75,
ROUSHDY ,Mohamed:; method imaging
SALEM,Abdel-Badeeh M Unknown | FRR =0.25
[43]
CROSS, J. M. SMITH [44] | sequential correlation | NearIR 100 images | FAR = 0.00%,
approach on vein imaging
signatures FRR = 5.00%
TANAKA, Toshiyuki, fft phase correlation | Near IR 25 hand FAR =0. 73%,
KUBO, Naohiko.[45] and template imaging
matching FRR =4.00%
LIN, Chih-Lung; FAN, Kuo- | multi-resolution filter | FIR 640 images | FAR = 2.30%,
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Chin [46] representation imaging FRR =2.30%
WANG,Lingyu; Line-Segment FIR 108 images | FAR =0.00,%
LEEDHAM, Graham [47] Hausdorff Distance |
imaging FRR = 0.00%
DING,Yuhang; end points and Near IR 240 images | FAR =0.00%,
ZHUANG,Dayan; WANG, crossing points imaging
Kejun [48] FRR =0.90%
WANG, Kejun, et al multi supplemental Near IR 500 images | FAR =0.00%,
features and multi- imaging
[49] classifier fusion FRR = 0.50%
decision
WANG, Zhongli, et al Hausdorff distance Near IR 500 images | Rank 1=0.6,0.8
and Line Edge imaging
[50] Mapping(LEM)/
gabor
YUKSEL,Aycan; Independent Near IR 300 images | Rank1=0.94
Component Analysis | imaging
AKARUN,Lale; SANKUR | (jcA) FAR = 247%
[51]
FRR =2.47%
HSU, Chih-Bin, et al [52] Block based on 2D Near IR 4280 Rank1=0.99
LDA and 2D PCA imaging images
FAR = 0.80%,
FRR = 0.80%

11.2.4 Advantages and disadvantages of hand vein recognition:

Hand vein recognition, also known as vein pattern recognition, has its own set of advantages
and disadvantages:

11.2.4.1The Advantages:

= High Accuracy and Security: Hand vein patterns are unique to each individual, providing a
high level of accuracy for identification and authentication [53]

= Biometric Stability: Vein patterns remain relatively unchanged with age, ensuring
consistent identification over a person's lifetime and reducing the need for frequent re-
enrollment [53].

= User-Friendly: Capturing hand vein images is non-intrusive and generally comfortable,
enhancing user acceptance and compliance [53].

= Difficulty in Forgery: Vein patterns are located beneath the skin, making them difficult to
replicate or forge compared to other biometric modalities like fingerprints or facial
recognition [53].
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= Hygienic and Contactless: Modern systems can capture vein patterns without direct
contact, promoting hygiene and reducing germ transmission, which is advantageous in

public or shared spaces [53]

11.2.4.2The disadvantages:
= Cost: Hand vein recognition systems can be expensive to implement due to the advanced
imaging technology required. This includes specialized infrared cameras and software
capable of processing vein patterns [53].
= Health-Related Issues: Conditions such as severe dehydration, peripheral vascular disease,
or hand injuries can affect vein visibility and recognition reliability [53].
= Environmental Sensitivity: Accuracy can be affected by environmental factors like lighting

and temperature, which can impact image quality [53].

11.3The algorithms using in our proposed method:

11.3.1 Feature extraction:

Feature extraction constitutes one of the pivotal and essential steps in hand vein and finger vein
recognition. In this phase, quantifiable characteristics of the fundamental biometric trait are
generated, forming a model that is instrumental in individual identification. An effective feature

extraction technique is a key factor in enhancing the accuracy of vein recognition.

11.3.1.1LPQ Method:

The LPQ (Local Phase Quantization) descriptor was initially proposed by Ojansivu and Heikkild ,
The LPQ descriptor obtained is robust against centrally symmetric blur types like linear motion, out
of focus, and atmospheric turbulence blur. The LPQ filter is designed to be blur-insensitive, making
it suitable for texture analysis in images affected by various types of blur. It is based on the
quantized phase information of the Fourier transform computed locally within image patches,
providing a robust texture classification method [54].

The LPQ (Local Phase Quantization) operator is based on the concept of Time-Frequency (TF)
analysis, specifically the Short-Time Fourier Transform (STFT). The LPQ operator uses Utilize the
Short-Time Fourier Transform (STFT) to extract local phase information from an image, thereby
focusing predominantly on phase details within the frequency domain, which is a prevalent

technique in texture analysis [55].
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In algorithms, the initial step involves transforming the image into representative features, a
challenging task due to significant intra-class variations. Analyzing the blurring process could be
formulated as [54]:

x) = (oxh)(®) (10)

Where: b (x) is the observed image in the blurring process and o(x) is the original image , h(x) the
point spread function (PSF) of the blur, Then, using the Fourier transform, this is converted to:

B(u) = O(u) x H(u) (11)

If the Point Spread Function (PSF) h(x) exhibits central symmetry, it becomes real-valued and
upholds the condition H(x) > 0 in the low-frequency regions. The local Fourier coefficients are

computed at four distinct frequency points [55]:

w(i=1,..,4):u; =[a,0]T,u; =[0,a]",u; =[a,a]T,uy, =[a,—a]T (12)

Where: a is a small scalar satisfying the condition H(x) > 0, resulting in four filtered images of
both the real and imaginary parts of the transformation.

The Figure 11. 2. shows the flowchart of all the necessary steps for the construction of the LPQ
descriptor.

Re {fx}
ENEIEIEN

Im {fx}
[3] 7[5 [9]

STFT

The inputin
frequency domain

Input the image f(x) for which
calculates the LPQ code of a 1t lolo 1 ]1]0]1]H1
central pixel in neighborhood NZ
pixel
code 8-bit (89)

Figure 11. 2. Principle of the LPQ Method

The LPQ features exhibit invariance to translation, rotation, and scale, making them resilient to
changes in the image. Additionally, their implementation is relatively straightforward, adding to

their practical appeal.
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11.3.1.2 Gabor filter bank:

Gabor is a linear filter used in image processing for texture analysis, edge detection, and feature
extraction. It is defined as the product of a Gaussian function modulated by an oriented sinusoidal
plane wave. This modulation allows the filter to specifically respond to certain frequencies and
orientations in an image, making it a useful tool for texture analysis and object detection [56].
Gabor filters are used for feature extraction in image analysis and computer vision but can introduce
a DC component when the bandwidth is over one octave. Augmented Magnitude feature vector
features are extracted using a Gabor filter bank, which consists of a family of 2D Gabor filters

defined in the spatial domain [57].

f2 f2 f2 ) (13)
Hu,v = 1T%kexp [ — <n—“2> X% — <A_‘;> v ] exp(j 21 f,x,)
Where:
X, = xcos(0,) + ysin(0,) (14)
yp = —xsin(6,) + ycos(6,) (15)
fmax VTt
= 2 and 6 =3

The principle behind the Gabor filter in biometric systems lies in its ability to enhance images,
extract specific features, and improve the quality of biometric data for accurate recognition. The
filter's mathematical properties and convolution process enable it to highlight relevant details in
biometric images, making it a valuable tool in biometric identification and security system

11.3.2 Classification method:

Classification is an important task in machine learning that involves assigning a label to input data
based on its characteristics. In other words, it is the process of finding a function that takes input
features and produces an output label representing the category to which the data belongs.

There exist various classification methodologies, including supervised and unsupervised
classification. In supervised classification, the model undergoes training on a dataset with
predefined labels for each data point. Through supervised learning method like SVMs, neural
networks, etc.

The model learns to correlate features with labels. On the other hand, unsupervised classification
does not rely on labeled data for training; instead, it aims to group data based on their shared

characteristics. Techniques like K-means, DBSCAN, etc., fall under unsupervised classification.
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Classification finds applications across diverse domains such as image recognition, document
classification, spam detection, biomedical signal classification, etc. [19].

o Choosing the data.

o Assessing similarities among n individuals using the initial dataset.

o Choosing and implementing a classification method.

o Analyzing and interpreting the outcomes.

11.3.2.1K-NN (k-Nearest Neighbors):

The k-Nearest Neighbors method, or k-NN for short, is a component of machine learning
algorithms. Although the term "machine learning™ was coined by American computer scientist
Arthur Samuel in 1959, the concept itself is not novel. Machine learning algorithms experienced a
notable resurgence in the early 2000s, primarily due to the proliferation of large datasets on the
Internet.

In the k-Nearest Neighbors method, the task involves identifying, for each new individual requiring
classification, the list of the k closest neighbors among the already classified individuals.
Subsequently, the individual is assigned to the class containing the highest number of individuals
among these nearest neighbors. The selection of the number of neighbors to consider is crucial. This
method is non-parametric and supervised, often proving effective. Moreover, its learning process is
relatively straightforward as it employs memory-based learning, retaining all training examples.
However, prediction time is generally extended as it necessitates calculating distances with all
examples, although there are heuristics available to streamline this process.

The principle behind this classification method is straightforward. It operates with a training dataset
D, a distance function d, and an integer k. For each new test point x requiring a decision, the
algorithm searches within D for the k points closest to x based on the distance d, then assigns x to
the most common class among these k neighbors [58]. Refer to Figure I1. 3 for an illustration of the
K-NN (k-Nearest Neighbors) method.
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Figure I1. 3: The K-NN Method

The image illustrates the concept of the K-NN (K-Nearest Neighbors) method, a classification
algorithm in the field of machine learning. In the first graph titled "Before K-NN," there are data
points representing two different classes, Class A and Class B, represented by different colors. A
new data point that has not been classified yet is introduced. In the second graph titled "After K-
NN," the K-NN method is used to classify the new data point. Based on its nearest K neighbors, the
new data point is classified into Class B, as indicated by its color change to blue and the label
indicating "New data point assigned to Class 1.

"The X1 and X2 axes represent the features or characteristics on which the method relies to
determine the classification. The goal of K-NN is to classify new data based on similarity to
existing data points.

% The different Distance of K-NN:

Most of the clustering method is based on the distance measures between data points. The large
value of distance measure represents greater the difference between objects. The following are the
most commonly used distance measures [59].

< Euclidean distance:

The Euclidean distance, also known as L2 norm, between two data point x; and X; is defined as:

d 1/2 (16)
2
De(x,X;) = Z|Xil — x|
=1

Where : xi and x; represent the | th dimension of xi and xj respectively. It tends to form

hyperspherical clusters. The strength of this measure is that clusters formed are invariant to
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translation and rotation in the feature space [60]. This measure has disadvantages also. If one of the
input attributes has a relatively large range, then it can overcome the other attributes [61]

<> Manhattan distance:

Manhattan distance also known as a city-block, rectilinear or L1 distance, is mathematically defined
as:

d (17)
2
Dmn (X, Xj) = Z|Xil — x|
=1

The clusters formed using Manhattan distance tend to form rectangular shaped clusters. Its
advantage over Euclidean distance is the reduced computation time [62]. It does not depend upon
the translation and reflection of the coordinate system. The one disadvantage is that it depends upon
the rotation of the coordinate system.

<> Mahalanbois Distance:

Mahalanobis introduced a new distance measure named as Mahalanobis distance [63]. It is based
on the correlations between variables by which different patterns can be identified and analyzed.

The squared Mahalanbois is defined as follows:

Dima(Xi %)) = (X — X,V 2 (x; — x;) (18)

where V is covariance matrix. It differs from the Euclidean distance in that it takes into account the
correlations of the dataset. The Mahalanobis distance tends to form ellipsoidal clusters.
< Cosine Distance:
Cosine distance is a measure of similarity between two vectors by measuring the cosine of the angle
between them. It is defined as:

Do (51, %;) = 1 — <i> (19)

Il

It is used to measure cohesion within clusters [62]. It is also invariant to scaling. It is unable to
provide information on the magnitude of the differences

<> Mahcos Distance:

The Mahalanobis-Cosine (MAHCOS) distance can be applied to multivariate data by first applying
the Mahalanobis distance to the multivariate data, then applying the Cosine distance to the results.
This allows the application of the Mahalanobis-Cosine distance for analyzing multivariate data,

enabling analysis of multivariate data while considering the similarity between variables [64].
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% how does the choice of k value affect the performance of k-nn method:

The choice of the K value significantly impacts the performance of the K-Nearest Neighbors (KNN)

algorithm. Here's how the K value affects the method performance:

<~ Underfitting vs. Overfitting:A smaller K value makes the model more sensitive to noise,
potentially leading to overfitting. In contrast, a larger K value provides a smoother prediction
but might lose detail, leading to underfitting.

<~ Decision Boundary:The K value influences the complexity of the decision boundary. Smaller
K values result in more complex decision boundaries, capturing intricate patterns in the data.
Larger K values lead to smoother decision boundaries, potentially oversimplifying the model.

< Noise Sensitivity: A small K value can make the algorithm sensitive to noise and outliers in the
data,affecting the model's accuracy. On the other hand, a large K value may dilute local
information, impacting the model's ability to distinguish between classes effectively.

<~ Data Characteristics: The optimal K value depends on the dataset's characteristics. Smaller K
values are suitable for datasets with noise or complex decision boundaries, while larger K
values are better for datasets with smoother decision boundaries.

<~ Model Generalization: The choice of K value affects the model's ability to generalize to
unseen data. By experimenting with different K values and evaluating their impact on
performance metrics like accuracy, the optimal K value can be determined for a specific
dataset.

In summary, selecting the appropriate K value is crucial in balancing model complexity, noise

sensitivity, and generalization capabilities to achieve optimal performance in the KNN algorithm

[65].

11.3.2.2 Support Vector Machine (SVM):

SVM, short for Support Vector Machine, constitutes a family of machine learning algorithms
capable of addressing classification, regression, or anomaly detection tasks. Renowned for their
robust theoretical underpinnings, high adaptability, and user-friendly nature, SVMs can be
effectively utilized even with limited knowledge of data exploration. They exhibit proficiency in
handling both linear and nonlinear problems, proving beneficial across various practical
applications. The fundamental concept behind SVM is straightforward: the method constructs a line
or hyperplane to segregate the data into distinct classes.

SVM classifiers leverage the Optimal Hyperplane concept to determine a boundary between data
points. By employing nonlinear functions, they map the data into the feature space, where an

optimal hyperplane is established to partition the transformed data. The primary objective is to
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construct a linear separation surface in the feature space, corresponding to a nonlinear surface in the
input space [66].

How SVM Finds the Best Line:

According to the SVM method, we find the points closest to the line from both classes. These points
are called support vectors. Next, we calculate the distance between the line and the support vectors,
known as the margin. The goal is to maximize the margin. The hyperplane for which the margin is
maximum is the optimal hyperplane. Therefore, SVM aims to create a decision boundary in a way

that the separation between the two classes (this street) is as wide as possible (see Figure I1. 4).
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Figure I1. 4: How SVM finds the bast line

0,

% The SVM approach involves two steps (see Figure 11. 5):

The SVM approach typically involves two main steps:

<~ Training: In this step, the SVM algorithm learns from a set of input-output training pairs to
create the best decision boundary or hyperplane that separates the data points effectively. It
identifies the support vectors that play a crucial role in defining the hyperplane.

< Classification: Once the SVM model is trained, it can be used for classification tasks where

new data points are categorized into different classes based on the learned decision boundary.

The SVM classifier uses the support vectors and the optimized hyperplane to classify new data

points accurately [67].
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Figure I1. 5: Principle of the SVM technique

Conclusion:

In conclusion, we were able to study the fundamental principle of vascular-based biometric
identification system of the hand. This system consists of three steps. In the first step, the region of
interest is extracted, which involves identifying the optimal section of the image for subsequent
feature extraction. In the second step, in the feature extraction module, recognition systems
undergo more significant steps before storing information in databases. There are several methods
to perform this operation, such as LPQ and GABOR. In the final step, the data classification process
groups similar features of one or more individuals into the same class. This step can be performed
using methods such as KNN and SVM.
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Introduction:

In this chapter, we will explore the process of identifying individuals through finger vein and palm
vein recognition. We will discuss the various stages introduced in the previous chapter, utilizing
MATLAB 2016. Additionally, we will introduce the experimental section, where we will present

the results derived from our experiments

I11.1 Database:

To evaluate the performance of our approach, we utilized data comprising two subsets: one for
palmar finger veins and the other for palmar hand veins [68], totaling 42 subjects. Each subject
contributed either 1 finger or 2 hands, with 5 images captured per finger or hand during a single
session. Consequently, the finger vein subset consists of 210 images, while the hand vein subset
comprises 840 images (with two illumination configurations at 850 nm and 950 nm, totaling 420
images each). The raw images, stored in 8-bit grayscale PNG format, have a resolution of 1280 x
1024 pixels. The visible area of the finger in the image’s measures 600 x 180 pixels on average,
while for the hand, it is approximately 750 x 750 pixels. Some sample images are depicted in

Figure 111.1.

left_index_finger p_6 left_index ﬁngef p_24 right_hand_950 p24

right_hand_850 p_16 left_hand_850 p_30 left_hand_850 p_42

Figure I11. 1: Some examples of databases
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111.2 Extraction of the Region of Interest (ROI):

The main goal of region of interest (ROI) extraction is to choose the most appropriate part of an
image for further feature extraction. This process also involves automatically normalizing the
finger/hand region to prevent shifts, rotations, and accommodate scale changes. ROI extraction and
finger/hand normalization are critical steps, particularly in contactless acquisition, to address the
increased freedom of movement and various misplacements of fingers/hands. VVarious methods have

been used for ROI extraction in both finger and hand vein images.

The finger vein images undergo alignment and normalization using a modified version of Lu et al.'s
[69] method. This process ensures consistent finger positioning and width across images, despite
varying finger placements. Initially, finger outlines are detected, and a centerline between them is
established. The finger's centerline is then adjusted to the middle of the image through rotation and
translation, masking out the regions outside the finger. Subsequently, the finger outline is
normalized to a predefined width. Finally, a rectangular ROI (450 x 150 pixels) is extracted with its

upper edge positioned at the fingertip.

The ROI method for hand vein images is based on Zhou and Kumar's [70] technique but is modified
and expanded. Initially, the hand region is segmented by binarizing the image using local adaptive
thresholding. Local minima and maxima points are then identified, where maxima correspond to
finger tips and minima to finger valleys. For the palmar view and left hand, specific minima
correspond to valleys between certain fingers. A line is fitted between these valley points, and the
image is rotated to make this line horizontal. Subsequently, a square ROI is placed within the hand
area, centered at the hand's center of mass, adjusted to the maximum size without including
background pixels. Finally, the ROI image is scaled to 384 x 384 pixels. Figure 111.2 illustrates the

steps to extract the region of interest (ROI) of finger and hand veins from the image.

Figure 111. 2: Steps for extracting the region of interest (ROI) for finger and hand veins
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I11.3 Results and discussion:

For system performance evaluation, we conducted a series of tests by comparing each pattern in the
test images with all patterns in the reference dataset. If a pair of patterns belongs to the same user,
we consider it a positive match, indicating the system's ability to correctly identify the user.
Conversely, if the patterns belong to different users, we consider it a negative match, indicating a

failure of the system to correctly identify the user.

The recognition rate was calculated by comparing the total number of positive matches with the
total number of matches (both positive and negative). This protocol helps measure the accuracy of

the system in recognizing images of hand veins and fingers and assessing its quality.

We applied our Gabor and LPQ algorithms to the reference database. The following tables provide
a summary of the recognition rates obtained.

The VR@1FAR represents the verification rate at a 1% false acceptance rate (FAR), and the
VR@0.1FAR represents the verification rate at a 0.1% false acceptance rate (FAR).

111.3.1The results were obtained using the LPQ method.

In this experiment, we utilized the LPQ filter for feature extraction of hand and finger veins. The
results were obtained for different LPQ descriptor window sizes (WSs) and block sizes (Bs), which
were varied to achieve the best results for identity verification and user recognition error rates.

Finally, for the classification of the database, we used the K-NN algorithm with Mahcos distances

111.3.1.1Results of our method utilizing the left index finger:

Table 2: represents the identification and verification modes for LPQ filter scales for the left index
finger, with a block size set to 100 and varying LPQ window sizes. The highest performance was
achieved with a window size of 21. At this value, we obtained a Rank-1 recognition rate of 94.05%
for the identification mode and an Equal Error Rate (EER) of 3.57% for the verification mode.
Additionally, the verification rate at 1% FAR is 95.24%, and the verification rate at 0.1% FAR is
also 95.24%. These results demonstrate the effectiveness of the LPQ filter with a window size of 21

for the feature recognition task studied in this experiment.
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Table 2: Rank-1 /EER for different LPQ window sizes using the left index finger

Identification Verification
WS
Rank 1(%) EER (%) VR@1FAR VR@0.1IFAR
3%3 82.14% 5.95% 86.90% 58.33%
5x5 88.10% 4.78% 90.48% 83.33%
<7 88.10% 4.76% 92.86% 85.71%
9x9 94.05% 4.49% 95.24% 92.86%
11x11 94.05% 3.57% 95.24% 95.24%
13x13 92.86% 3.57% 95.24% 94.05%
15x15 91.67% 3.54% 95.24% 92.86%
17x17 91.67% 3.57% 95.24% 92.86%
19x19 92.86% 3.57% 95.24% 92.86%
21x21 94.05% 3.57% 95.24% 95.24%
23%23 94.05% 3.57% 95.24% 94.05%
25%25 94.05% 3.57% 95.24% 92.86%
27%x27 94.05% 3.57% 95.24% 92.86%

Table 3: represents the identification and verification modes of the LPQ filter for the left index
finger. Building upon the results outlined in Table 2, we fixed the window size at 21 and varied the

block size, resulting in the following outcomes:
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Table 3: Rank -1/EER for different LPQ Bloc size utilizing the left index finger.

Identification Verification
o Rank 1(%) EER (%) VR@1FAR VR@0.1IFAR
25x%25 89.29% 4.86% 91.67% 84.52%
50%50 91.67% 4.78% 92.86% 88.10%
75%75 94.05% 4.76% 94.05% 90.48%
100x100 94.05% 3.57% 95.24% 92.86%
125x125 94.05% 4.78% 95.24% 92.86%
150%x150 95.24% 3.57% 96.43% 94.05%
175x175 92.86% 3.57% 95.24% 92.86%
200x200 95.24% 3.57% 96.43% 94.05%
225%225 96.43% 3.56% 96.43% 96.43%
227x227 96.43% 3.56% 96.43% 96.43%
229%229 96.43% 3.57% 96.43% 95.24%

According to the results in Table 3, which indicate that the accuracy of recognition tests improves
with an increase in block sizes, we have found that using a window size of 21 and a block size of
225 for the left index finger resulted in the highest Rank-1 recognition rate of 96.43%, with an
Equal Error Rate (EER) of 3.56%. Additionally, the values of the verification rate at 1% FAR and
the verification rate at 0.1% FAR indicate that the system can verify 96.43% of the samples at these

false acceptance rates compared to other parameter values.
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» The following Figure I11. 3 presents an example of the LPQ method applied to an image
of the left Index finger with different parameter:

Original
Image

LPQ images

Figure I11. 3: Example of the LPQ method applied to an image of the left Index finger

The images display the results obtained by applying the LPQ filter to the left index finger. We
extracted the original image and other images taken under different parameters. We observed that
the optimal visibility of the finger veins was attained when using a window size value of 25

compared to other values.

111.3.1.2Results of our method utilizing the right-hand vein 850:

Table 4: represents the identification and verification modes of the LPQ candidate for the right
veins 850, evaluated with a block size set to 100 and varying LPQ window sizes. The highest
performance was attained with a window size ranging from 15 to 27. Within this range, we
achieved a Rank-1 recognition rate of 100.00% for the identification mode and an Equal Error Rate
(EER) of 0.00% for the verification mode. Additionally, the verification rate at 1% FAR is
100.00%, and the verification rate at 0.1% FAR is also 100.00%.
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Table 4: Rank -1/EER for different LPQ window sizes utilizing the right-hand vein 850

Identification Verification
Ws
Rank 1(%) EER (%) VR@1FAR | VR@0.1FAR
3x%3 91.67% 2.22% 95.24% 85.71%
5x5 98.81% 1.19% 98.81% 97.62%
<7 98.81% 1.19% 98.81% 98.81%
9x9 98.81% 0.07% 100.00% 98.81%
11x11 98.81% 0.04% 100.00% 98.81%
13x13 98.81% 0.01% 100.00% 100.00%
15x15 100.00% 0.00% 100.00% 100.00%
17x17 100.00% 0.00% 100.00% 100.00%
19x19 100.00% 0.00% 100.00% 100.00%
21x21 100.00% 0.00% 100.00% 100.00%
23%23 100.00% 0.00% 100.00% 100.00%
25%25 100.00% 0.00% 100.00% 100.00%
27%x27 100.00% 0.00% 100.00% 100.00%

Table 5: represents the identification and verification modes of the LPQ filter for the left index
finger. Building up on the results outlined in Table 4, we fixed the window size at 15 and varied the

block size, resulting in the following outcomes
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Table 5: Rank -1/EER for different LPQ Bloc size utilizing the right-hand vein 850

Identification Verification
o Rank 1(%) EER (%) VR@1FAR VR@0.1FAR
25%25 100.00% 0.01% 100.00% 100.00%
50%50 100.00% 0.00% 100.00% 100.00%
75x%75 100.00% 0.00% 100.00% 100.00%
100x100 100.00% 0.00% 100.00% 100.00%
125%125 100.00% 0.00% 100.00% 100.00%
150%x150 100.00% 0.00% 100.00% 100.00%
175x175 100.00% 0.00% 100.00% 100.00%
200x200 100.00% 0.00% 100.00% 100.00%
225%225 100.00% 0.00% 100.00% 100.00%

According to the results in Table 5, which also indicate that the accuracy of recognition tests
improves with an increase in the number of block sizes, we have found that using a window size of
21 and a block size ranging from 50 to 225 for the right-hand vein led to the highest Rank-1
recognition rate of 100.00%, with an Equal Error Rate (EER) of 0.00%. Additionally, the values of
the verification rate at 1% FAR and the verification rate at 0.1% FAR indicate that the system can
verify 100.00% of both samples with high accuracy, indicating the effectiveness of the LPQ filter.
This means that all users were correctly identified without errors.

39


mailto:VR@0.1FAR

Chapter III: Result and discussion

» The following Figure I11. 4 presents an example of the LPQ method applied to an image of
the right-hand vein 850 with different parameter:

Original
Image

LPQ image

Figure I11. 4: Example of the LPQ method applied to an image of the right-hand vein 850

The images display the results obtained by applying an LPQ filter to a right-hand vein at a
wavelength of 850 nm. We extracted the original image along with additional images taken under
different parameters. It was observed that optimal visualization of hand veins was achieved with a
window size value of 15, surpassing other values. These results confirm the effectiveness of an LPQ
filter with a block size of 15 for the feature recognition task investigated in this experiment.

111.3.1.3Results of our method utilizing the right-hand vein 950:

Table 6: represents the identification and verification modes of the LPQ candidate for the right
veins 950, with a block size set to 100 and varying LPQ window sizes, which were evaluated. The
highest performance was attained with a window size ranging from 7 to 27. Within this range, we
achieved a Rank-1 recognition rate of 100.00% for the identification mode and an Equal Error Rate
(EER) of 0.00% for the verification mode. Additionally, the verification rate at 1% FAR is
100.00%, and the verification rate at 0.1% FAR is also 100.00%
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Table 6: Rank -1/EER for different LPQ window sizes utilizing the right-hand vein 950

Identification Verification
Ws
Rank 1(%b) EER (%) VR@1FAR VR@0.1FAR

3x3 95.24% 1.19% 98.81% 85.71%

5x5 100.00% 0.07% 100.00% 97.62%

7x7 100.00% 0.00% 100.00% 100.00%
9x9 100.00% 0.00% 100.00% 100.00%
11x11 100.00% 0.00% 100.00% 100.00%
13x13 100.00% 0.00% 100.00% 100.00%
15x15 100.00% 0.00% 100.00% 100.00%
17x17 100.00% 0.00% 100.00% 100.00%
19x19 100.00% 0.00% 100.00% 100.00%
21x21 100.00% 0.00% 100.00% 100.00%
23%23 100.00% 0.00% 100.00% 100.00%
25x25 100.00% 0.00% 100.00% 100.00%
27x27 100.00% 0.00% 100.00% 100.00%

Table 7: presents the identification and verification modes of the LPQ filter for the finger. Building
up on the results outlined in Table 6, we fixed the window size at 21 and varied the block size,

resulting in the following outcomes:
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Table 7: Rank -1/EER for different LPQ Bloc size utilizing the right-hand vein 950

Identification Verification
o Rank 1(%) EER (%) VR@1FAR VR@0.1IFAR
25x25 100.00% 0.00% 100.00% 100.00%
50%50 100.00% 0.00% 100.00% 100.00%
75x%75 100.00% 0.00% 100.00% 100.00%
100x100 100.00% 0.00% 100.00% 100.00%
125x125 98.81% 0.09% 100.00% 95.24%
150%x150 98.81% 0.07% 100.00% 98.81%
175x175 97.62% 0.12% 100.00% 97.62%
200x200 94.05% 3.37% 95.24% 90.48%
225%225 91.67% 3.59% 96.43% 79.76%

According to the results in Table 7, which also indicate that the accuracy of recognition tests
improves with an increase in the number of block sizes, we have found that using a window size 7
and a block size ranging from 25 to 100 for the right-hand vein led to the highest Rank-1
recognition rate of 100.00%, with an Equal Error Rate (EER) of 0.00%. Additionally, the values of
the verification rate at 1% FAR and the verification rate at 0.1% FAR indicate that the system can
verify 100.00% of both samples with high accuracy, indicating the effectiveness of the LPQ filter.

This means that all users were correctly identified without errors.
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» The following Figure I11. 5 presents an example of the LPQ method applied to an image
of the right-hand vein 950 with different parameter.

Original
Image

LPQ image

Figure I11. 5: Example of the LPQ method applied to an image of the right-hand vein 950

The images display the results obtained by applying an LPQ filter to a right-hand vein at a
wavelength of 950 nm. We extracted the original image along with additional images taken under
different parameters. It was observed that optimal visualization of hand veins was achieved with a
window size value of 25, surpassing other values. These results confirm the effectiveness of an LPQ

filter with a block size of 25 for the feature recognition task investigated in this experiment.

111.3.1.4 Results of our method utilizing the left-hand vein 950:

Table 8: represents the identification and verification modes for LPQ filter scales for the left hand
950, with a block size set to 100 and varying LPQ window sizes. The highest performance was
achieved with a window size of 25. At this value, we obtained a Rank-1 recognition rate of 98.81%
for the identification mode and an Equal Error Rate (EER) of 0.93%for the verification mode.
Additionally, the verification rate at 1% FAR is 100.00%, and the verification rate at 0.1% FAR is
98.81%. These results demonstrate the effectiveness of the LPQ filter with a window size of 25 for

the feature recognition task studied in this experiment.
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Table 8: Rank -1/EER for different LPQ window sizes utilizing the left-hand vein 950

Identification Verification
Ws
Rank 1(%) EER (%) VR@1FAR VR@0.1FAR
3%3 90.48% 4.76% 92.86% 79.76%
5x5 95.24% 3.57% 96.43% 92.86%
%7 96.43% 2.38% 97.62% 95.24%
9x9 96.43% 2.38% 97.62% 95.24%
11x11 97.62% 1.18% 98.81% 97.62%
13x13 98.81% 1.19% 98.81% 98.81%
15x15 98.81% 1.19% 98.81% 98.81%
17x17 98.81% 1.19% 98.81% 98.81%
19x19 98.81% 1.19% 98.81% 98.81%
21x21 98.81% 1.19% 98.81% 98.81%
25%25 98.81% 0.93% 100.00% 98.81%
27%x27 98.81% 1.06% 98.81% 98.81%

Table 9: represents the identification and verification modes of the LPQ filter for the left index
finger. Building up on the results outlined in Table 8, we fixed the window size at 25and varied the

block size, resulting in the following outcomes:
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Table 9: Rank -1/EER for different LPQ Bloc size utilizing the left hand vein 950

Identification Verification
o Rank 1(%) EER (%) VR@1FAR VR@0.1FAR
25x25 98.81% 0.09% 100.00% 98.81%
50%50 98.81% 0.96% 100.00% 98.81%
75%75 98.81% 1.19% 98.81% 98.81%
100x100 98.81% 0.93% 100.00% 98.81%
125x125 98.81% 0.19% 100.00% 98.81%
150%x150 98.81% 1.19% 98.81% 98.81%
175x175 98.81% 1.19% 98.81% 98.81%
200x200 98.81% 1.19% 98.81% 98.81%
225%225 98.81% 1.18% 98.81% 98.81%

According to the results in Table 9, which also indicate that the accuracy of recognition tests
improves with an increase in the number of block sizes, we have found that using a window size of
25 and a block size of 25 for the left-hand vein led to the highest Rank-1 recognition rate of
98.81%, with an Equal Error Rate (EER) of 0.09%. Additionally, the values of the verification rate
at 1% FAR and the verification rate at 0.1% FAR indicate that the system can verify 100.00% and
98.81% of the samples at these false acceptance rates, respectively, compared to other parameter

values.
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» The following Figure 111. 6 presents an example of the LPQ method applied to an image of
the left-hand vein 950 with different parameter:

Original
Image

LPQ image

Figure I11. 6: Example of the LPQ method applied to an image of the left-hand vein 950

The results shown demonstrate the effects of applying an LPQ filter to the left vein at a wavelength
of 950 nm. In addition to the original image, other images taken under different parameters were
obtained. It is worth noting that optimal visualization of hand veins was achieved with a window
size of 25, superior to other options. These results highlight the efficiency of using an LPQ filter

with a window size of 25 for the feature recognition task examined in this experiment.

111.3.1.5 Results of our method utilizing the left-hand vein 850:

Tablel0: represents the identification and verification modes for LPQ filter scales for the left hand
850, with a block size set to 100 and varying LPQ window sizes. The highest performance was
achieved with a window size of 21. At this value, we obtained a Rank-1 recognition rate of
100.00% for the identification mode and an Equal Error Rate (EER) of 0.06% for the verification
mode. Additionally, the verification rate at 1% FAR is 100.00%, and the verification rate at 0.1%
FAR is 97.62%. These results demonstrate the effectiveness of the LPQ filter with a window size of
21 for the feature recognition task studied in this experiment.
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Table 10: Rank -1/EER for different LPQ window sizes utilizing the left-hand vein 850

Identification Verification
Ws
Rank 1(%) EER (%) VR@1FAR | VR@0.1IFAR
3%3 89.29% 4.78% 90.48% 79.76%
5x5 94.05% 3.57% 94.05% 94.05%
<7 94.05% 2.38% 96.43% 94.05%
9x9 96.43% 2.38% 97.62% 96.43%
11x11 96.43% 1.18% 97.62% 96.43%
13x13 98.81% 1.19% 98.81% 96.43%
15x15 96.43% 0.22% 100.00% 96.43%
17x17 96.43% 0.13% 100.00% 96.43%
19x19 98.81% 0.15% 100.00% 96.43%
21x21 100.00% 0.06% 100.00% 97.62%
25%25 98.81% 0.07% 100.00% 97.62%
27%x27 98.81% 0.06% 100.00% 98.81%

Table 11: represents the identification and verification modes of the LPQ filter for the left index
finger. Building upon the results outlined in Table 10, we fixed the window size at 21 and varied the

block size, resulting in the following outcomes:
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Table 11: Rank -1/EER for different LPQ Bloc size utilizing the left-hand vein 850

Identification Verification
o Rank 1(%) EER (%) VR@1FAR VR@0.1IFAR
25x%25 97.62% 1.19% 98.81% 97.62%
50%50 98.81% 0.29% 100.00% 97.62%
75x%75 98.81% 0.04% 100.00% 97.62%
100x100 100.00% 0.06% 100.00% 97.62%
125x125 100.00% 0.06% 100.00% 97.62%
150%x150 97.62% 0.10% 100.00% 96.43%
175x175 98.81% 1.19% 98.81% 97.62%
200x200 100.00% 0.15% 100.00% 98.81%
225%225 100.00% 0.04% 100.00% 98.81%
227%227 100.00% 0.03% 100.00% 100.00%
229%229 100.00% 0.03% 100.00% 100.00%
300x300 97.62% 1.19% 97.62% 97.62%

According to the results in Table 11, which also indicate that the accuracy of recognition tests
improves with an increase in the number of block sizes, we have found that using a window size of
21 and a block size of 227 for the left-hand vein 850 yields the highest Rank-1 recognition rate of
100.00%, with an Equal Error Rate (EER) of 0.03%. Additionally, the values of the verification rate
at 1% FAR and the verification rate at 0.1% FAR indicate that the system can verify 100.00% of the

samples at these false acceptance rates, respectively, compared to other parameter values.
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» The following Figure 111. 7 presents an example of the LPQ method applied to an image

of the left-hand vein 850 with different parameter:

Original
Image

T 2 [7x7] [9x0] [25x25]

LPQ image

Figure I11. 7: Example of the LPQ method applied to an image of the left-hand vein 850
The results demonstrate the impact of using an LPQ filter on the left vein at 850 nm. Along with
the initial image, additional images under different parameters were acquired. Optimal visualization
of hand veins was achieved with a window size of 25, These findings highlight the efficiency of
using an LPQ filter with a window size of 25 for the feature recognition task examined in this

experiment.

111.3.2The results were obtained using the GABOR filter bank:
In the following tables (12-21), we utilized the Gabor filter bank method to extract features for hand
and finger veins. These tables exhibit the results obtained for various parameter values (number of

orientations, number of scales, down sampling factor) using this method.

The tables present the results where the values of these parameters (hnumber of orientations, number
of scales, down sampling factor) were varied to attain the optimal results for identity verification

and user recognition error rate.

Ultimately, for the classification of the database, we employed the K-NN algorithm with Mahcos

distances.
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111.3.2.1 Results of our method utilizing the left index finger:

Table 12: The illustration represents the Identification and Verification mode for the Gabor filter
bank scales (with a fixed orientation value) for the left index finger. It demonstrates that increasing
the number of scales generally results in improved system performance regarding recognition rate,
error rate, VR@1% FAR, and VR@0.1% FAR.

The best results were attained when fixing the number of orientations at 2 and setting the down
sampling factor to 64 bits. In this scenario, a Rank-1 recognition rate of 76.19% was achieved for
identity recognition, with an Equal Error Rate (EER) of 7.13%. Additionally, the values of VR@1%
FAR and VR@0.1% FAR indicate that the system can verify 77.38% and 63.10% of the samples,

respectively, with high accuracy at scale 13.

Table 12: Rank -1/EER results of Gabor filter bank scales for the left index finger

Identification Verification

Num_of scales
Rank (%) EER (%) VR@1FAR VR@0.1FAR

2 60.71% 14.29% 63.10% 34.52%
3 61.90% 13.10% 65.48% 36.90%
4 60.71% 11.92% 65.48% 38.10%
5 66.67% 11.90% 72.62% 50.00%
6 66.67% 10.71% 73.81% 45.24%
7 70.24% 10.71% 73.81% 50.00%

73.81% 9.52% 76.19% 52.38%
9 71.43% 9.80% 78.57% 54.76%
10 73.81% 9.52% 77.38% 60.71%
11 75.00% 8.33% 77.38% 64.29%
12 76.19% 8.13% 77.38% 65.48%
13 76.19% 7.13% 77.38% 63.10%
14 76.19% 8.13% 77.38% 65.48%
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Table 13: The statement represents the Identification and Verification mode for Gabor filter bank
scales (with a fixed scale value) for the left index finger. Based on the results presented in Table 12,
we maintained the Gabor filter bank at scale 13 and the down sampling factor at 64 bits. In this

scenario, we varied the orientation value, leading to the following outcomes.
Table 13: Rank -1/EER result Gabor filter bank of orientation the left index finger

Identification Verification
Num_of_orient
Rank (%) EER (%) VR@1FAR VR@0.1IFAR
3 80.95% 8.33% 83.33% 65.48%
4 84.53% 8.35% 88.10% 70.24%
5 88.10% 7.13% 90.48% 76.19%
6 85.71% 5.95% 91.67% 78.57%
7 88.10% 5.95% 91.67% 77.38%
8 86.90% 5.95% 91.67% 77.38%
9 86.90% 5.97% 91.67% 76.19%
10 86.90% 5.95% 90.48% 75.00%

According to the results in Table 13, which also indicate that the accuracy of recognition tests
improves with an increase in the number of orientations, we found that using a Gabor filter bank
with 13 scales, an orientation factor of 7, and a fixed down sampling factor of 64 bits for the left
index finger resulted in the highest Rank-1 recognition rate of 88.10%, with an Equal Error Rate
(EER) of 5.95%. Additionally, the values of VR@1% FAR and VR@0.1% FAR indicate that the
system can verify 91.67% and 77.38% of the samples, respectively, compared to other orientation

parameter values.

o1



Chapter III: Result and discussion

» The following Figure Il11. 8 presents an example of the Gabor filter bank applied to an
image of the left index Finger with different parameter:

Original image
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Figure I11. 8: Example of the Gabor filter bank applied to an image of the left index finger

111.3.2.2 Results of our method utilizing the right-hand vein 850

Table 14: The passage represents the Identification and Verification mode for Gabor filter bank
scales (with a fixed orientation value) using the right-hand veins (specifically, right hand vein 850).
It demonstrates that increasing the number of scales significantly enhances the system's
performance in terms of recognition rate, error rate, VR@1% FAR, and VR@0.1% FAR. The best
results were achieved with the orientation number fixed at 2 and the down sampling factor set to 64
bits. In this case, a Rank-1 recognition rate of 100.00% was achieved for identity verification, with
an Equal Error Rate (EER) of 0.01%. Additionally, the values of VR@1% FAR and VR@0.1%
FAR indicate that the system can verify 100.00% of the samples with high accuracy at scale
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Table 14: Rank -1/EER results of Gabor filter bank scales for right hand vein 850

Identification Verification
Num_of _scales
Rank (%) EER (%) VR@1FAR VR@0.1FAR

2 45.24% 19.05% 44.05% 14.29%
3 46.43% 14.27% 47.62% 13.10%
4 53.57% 11.00% 63.10% 33.33%
5 82.14% 4.76% 84.52% 57.14%
6 94.05% 1.05% 100.00% 84.52%
7 97.62% 0.01% 100.00% 100.00%
8 100.00% 0.01% 100.00% 100.00%
9 100.00% 0.03% 100.00% 100.00%
10 100.00% 0.01% 100.00% 100.00%
11 100.00% 0.03% 100.00% 100.00%

Table 15: The passage represents the Identification and Verification mode for Gabor method scales
(with a fixed scale value) for the right-hand veins (specifically, right hand vein 850). Based on the
results presented in Table 14, we maintained the Gabor filter bank at scale 10 and the down
sampling factor at 64 bits. In this case, we varied the orientation value, resulting in the following

outcomes:
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Table 15: Rank -1/EER results of Gabor filter bank orientation for right hand vein 850

Identification Verification
Num_of_orient
Rank (%) EER (%) VR@1FAR VR@0.1FAR

3 100.00% 0.00% 100.00% 100.00%
4 100.00% 0.00% 100.00% 100.00%
5 100.00% 0.00% 100.00% 100.00%
6 100.00% 0.00% 100.00% 100.00%
7 100.00% 0.00% 100.00% 100.00%
8 100.00% 0.00% 100.00% 100.00%
9 100.00% 0.00% 100.00% 100.00%
10 100.00% 0.00% 100.00% 100.00%

According to the results in Table 14, which indicate that the accuracy of recognition tests improves
with an increase in the number of orientations, we found that using a Gabor filter bank with 10
scales, an orientation factor of 3 or above, and a fixed down sampling factor of 64 bits for the right-
hand vein 850 yielded the highest Rank-1 recognition rate of 100.00%, with no Equal Error Rate
(EER). Additionally, the values of VR@1% FAR and VR@0.1% FAR indicate that the system can
verify 100.00% of both samples with high accuracy, indicating the effectiveness of the Gabor filter

bank. This means that all users were correctly identified without errors.
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» The following Figure I11. 9 presents an example of the Gabor filter bank applied to an

image of the right-hand veins _850 with different parameter:
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Figure 111. 9: Example of the Gabor filter bank applied to an image of the right-hand vein 850
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111.3.2.3Results of our method utilizing the right-hand veins 950

Table 16: represents the Identification and Verification mode for Gabor filter bank scales (with
fixed orientation values) using the right-hand vein 950, showing that increasing the number of
scales led to a significant improvement in system performance in terms of recognition rate, error
rate, VR@1% FAR, and VR@0.1% FAR. The best results were achieved when fixing the number
of orientations at 2 and setting the down sampling factor to 64 bits. In this case, a Rank-1
recognition rate of 100.00% was achieved for identity recognition, with an Equal Error Rate (EER)
of 0.03%. Additionally, VR@1% FAR and VR@0.1% FAR values indicate that the system can

verify 100.00% of both samples with high accuracy at scales 9 and 10.
Table 16: Rank -1/EER results of Gabor filter bank scales for right hand vein 950

Identification Verification

Num_of scales
Rank (%) EER (%) VR@1FAR VR@0.1FAR

2 42.86% 19.92% 44.05% 5.95%
3 52.38% 17.84% 50.00% 11.90%
4 66.67% 10.71% 60.71% 25.00%
5 78.57% 3.70% 84.52% 40.48%
6 91.67% 2.38% 97.62% 83.33%
7 92.86% 1.19% 97.62% 96.43%
8 98.81% 0.09% 100.00% 97.62%
9 100.00% 0.03% 100.00% 100.00%
10 100.00% 0.03% 100.00% 100.00%

Table 17: represents the identification and verification mode for Gabor filter bank scales (with a
fixed scale value) for the right-hand vein 950 based on the results found in Table 16. We fixed the
Gabor filter bank at scale 10 and the down sampling factor at 64 bits. In this case, we varied the

orientation value, resulting in the following outcomes:
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Table 17: Rank -1/EER results of Gabor filter bank orientation for right hand vein 950

Identification Verification
Num_of_orient
Rank (%) EER (%) VR@1FAR VR@0.1FAR

3 100.00% 0.00% 100.00% 100.00%
4 100.00% 0.00% 100.00% 100.00%
5 100.00% 0.00% 100.00% 100.00%
6 100.00% 0.00% 100.00% 100.00%
7 100.00% 0.00% 100.00% 100.00%
8 100.00% 0.00% 100.00% 100.00%
9 100.00% 0.00% 100.00% 100.00%
10 100.00% 0.00% 100.00% 100.00%

According to the results in Table 17, it is evident that the accuracy of recognition tests improves
with an increase in the number of orientations. We also found that using a Gabor filter bank with 10
scales, an orientation factor of 3 or above, and a fixed down sampling factor of 64 bits for the right-
hand vein 850 resulted in the highest Rank-1 recognition rate of 100.00%, with an absence of Equal
Error Rate (EER). Additionally, VR@1% FAR and VR@0.1% FAR values indicate that the system
can verify 100.00% of both samples with high accuracy, highlighting the effectiveness of the Gabor

filter bank. This means that all users were correctly identified without errors.
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> The following Figure I11. 10 presents an example of the Gabor filter bank applied to an
image of the right-hand vein 950 with different parameter:
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Figure I11. 10: Example of the Gabor filter bank applied to an image of the right-hand vein 950
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111.3.2.4 Results of our method utilizing the left-hand vein 950

Table 18: represents the Identification and Verification mode for Gabor filter bank scales (with a
fixed orientation value) using the left-hand vein 950. It shows that increasing the number of scales
significantly improves the system's performance in terms of recognition rate, error rate, VR@1%
FAR, and VR@0.1% FAR. The best results were achieved when fixing the number of orientations
at 2 and setting the down sampling factor to 64 bits. In this case, a Rank-1 recognition rate of
96.43% was achieved for identity recognition, with an Equal Error Rate (EER) of 0.26%.
Additionally, VR@1% FAR and VR@0.1% FAR values indicate that the system can verify

100.00% and 95.24% of the samples respectively with high accuracy at scale 9.
Table 18: Rank -1/EER results of Gabor filter bank scales for left hand vein 950

Identification Verification
Num_of scales
Rank (%) EER (%) VR@1FAR VR@0.1FAR

2 30.95% 19.21% 32.14% 5.95%
3 41.67% 16.65% 39.29% 8.33%
4 66.67% 11.90% 60.71% 33.33%
5 83.33% 4.76% 84.52% 53.57%
6 91.67% 3.28% 96.43% 79.76%
7 95.24% 1.42% 97.62% 92.86%
8 96.43% 1.20% 97.62% 94.05%
9 96.43% 0.26% 100.00% 95.24%
10 96.43% 1.03% 100.00% 95.24%

Table 19: represents the identification and verification mode for Gabor filter bank scales (with a
fixed scale value) for the left-hand vein 950 based on the results found in Table 18. We fixed the
Gabor filter bank at scale 9 and the down sampling factor at 64 bits. In this case, we varied the

orientation value, resulting in the following outcomes:
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Table 19: Rank -1/EER results of Gabor filter bank orientation for left hand vein 950

Identification Verification
Num_of_orient
Rank (%) EER (%) VR@1FAR VR@0.1FAR

3 98.81%% 0.07% 100.00% 97.62%
4 98.81% 0.09% 100.00% 97.62%
5 98.81% 0.09% 100.00% 97.62%
6 98.81% 0.04% 100.00% 98.81%
7 100.00% 0.00% 100.00% 100.00%
8 100.00% 0.00% 100.00% 100.00%
9 100.00% 0.00% 100.00% 100.00%
10 100.00% 0.00% 100.00% 100.00%

According to the results in Table 19, which indicate that the accuracy of recognition tests improves
with an increase in the number of orientations, we found that using a Gabor filter bank with 9
scales, an orientation factor of 7 or above, and a fixed down sampling factor of 64 bits for the left-
hand vein 950 resulted in the highest Rank-1 recognition rate of 100.00%, with an absence of Equal
Error Rate (EER). Additionally, VR@1% FAR and VR@0.1% FAR values indicate that the system
can verify 100.00% of both samples with high accuracy, demonstrating the effectiveness of the

Gabor filter bank. This means that all users were correctly identified without errors.
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» The following Figure 111. 11 presents an example of the Gabor filter bank applied to an
image of the left-hand vein 950 with different parameter:
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Figure 111. 11: Example of the Gabor filter bank applied to an image of the left-hand vein 950
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111.3.2.5Results of our method utilizing the left-hand vein 850

Table 20: represents the Identification and Verification mode for Gabor filter bank scales (with a
fixed orientation value) using the left-hand vein 850. It shows that increasing the number of scales
significantly improves the system's performance in terms of recognition rate, error rate, VR@1%
FAR, and VR@0.1% FAR. The best results were achieved when fixing the number of orientations
at 2 and setting the down sampling factor to 64 bits. In this case, a Rank-1 recognition rate of
95.24% was achieved for identity recognition, with an Equal Error Rate (EER) of 2.38%.
Additionally, VR@1% FAR and VR@0.1% FAR values indicate that the system can verify 95.24%

of both samples with high accuracy at scale 10.
Table 20: Rank -1/EER results of Gabor filter bank scales for left hand vein 850

Identification Verification
Num_of scales
Rank (%) EER (%) VR@1FAR VR@0.1FAR

2 27.38% 21.81% 25.00% 9.52%
3 40.48% 20.09% 35.71% 14.29%
4 60.71% 16.61% 61.90% 28.57%
5 73.81% 8.33% 76.19% 58.33%
6 88.10% 4.59% 89.29% 79.76%
7 91.67% 2.38% 96.43% 88.10%
8 94.05% 2.38% 97.62% 89.29%
9 94.05% 2.38% 96.43% 91.67%
10 95.24% 2.38% 95.24% 95.24%
11 95.24% 2.38% 95.24% 95.24%

Table 21: represents the identification and verification mode for Gabor filter bank scales (with a
fixed scale value) for the left-hand vein 850 based on the results found in Table 20. We fixed the
Gabor filter bank at scale 10 and the down sampling factor at 64 bits. In this case, we varied the

orientation value, resulting in the following outcomes
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Table 21: Rank -1/EER results of Gabor filter bank orientation for left hand vein 850

Identification Verification
Num_of_orient
Rank (%) EER (%) VR@1FAR VR@0.1FAR

3 96.43% 1.19% 98.81% 96.43%
4 96.43% 1.48% 97.62% 96.43%
5 96.43% 1.41% 97.62% 96.43%
6 96.43% 1.07% 100.00% 96.43%
7 98.81% 0.10% 100.00% 97.62%
8 98.81% 0.09% 100.00% 98.81%
9 98.81% 0.09% 100.00% 98.81%
10 98.81% 0.09% 100.00% 98.81%

According to the results in Table 21, which indicate that the accuracy of recognition tests improves
with an increase in the number of orientations, we found that using a Gabor filter bank with 10
scales, an orientation factor of 8 or above, and a fixed down sampling factor of 64 bits for the left-
hand vein 850 resulted in the highest Rank-1 recognition rate of 98.81%, with an Equal Error Rate
(EER) of 0.09% for verification. Additionally, VR@1% FAR and VR@0.1% FAR values indicate
that the system can verify 100.00% and 98.81% of the samples respectively compared to other scale

parameter values.
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» The following Figure I11. 12 presents an example of the Gabor filter bank applied to
an image of the left-hand vein 850 with different parameter:
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Figure 111. 12: Example of the Gabor filter bank applied to an image of the left-hand vein 850
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111.4 Multimodal biometric system for score-level fusion:

The known multimodal biometric system involves the integration of two or more biometric traits for
authentication, as it is difficult to spoof multiple biometric sources simultaneously. The following
tables present the multimodal biometric system for feature-level fusion of two different traits using
LPQ and GABOR filter bank.

Table 22: represents Identification and Verification mode for the combined features of the left
index finger and left-hand vein 850 using GABOR filter bank, where we selected the best result for
the two features. In the left index finger feature, at scale 13 and orientation 7, and in the second
feature left hand vein 850 at scale 10 and orientation 8. The experimental results for combining the

features showed that multimodal biometric systems outperform unimodal systems.

The results obtained in the table below show that the configurations of Simple-sum fusion, Min-
score fusion, and Matcher weighting fusion yielded similar results, achieving a Rank-1 recognition
rate of 98.81%. Additionally, there was a very low Equal Error Rate (EER) of 0.09% for
verification. Furthermore, the values of the verification rate at 1% FAR equals (%) and the
verification rate at 0.1% FAR equals (%) were both 98.81%, indicating the effectiveness of the

multimodal biometric fusion system for diverse features.

Table 22: Rank -1/EER results of Gabor filter bank for the combined features of the left index finger and left-

hand vein
Identification Verification
score-level fusion Rank-1 % EER % VR@1FAR VR@0.1FAR
Simple-sum fusion 98.81% 0.09% 100.00% 98.81%
Min-score fusion 98.81% 0.09% 100.00% 98.81%
Max-score fusion 96.43% 3.56% 96.43%% 94.05%
1|:\/Ia_tcher weighting 98.81% 0.09% 100.00% 98.81%
usion
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Chapter III: Result and discussion

Table 23: represents the identification and verification modes for the combined features of the left
index finger and left-hand vein 950 using the LPQ method, showcasing the best results for both
features. For the left index finger, the optimal parameters were a window size of 21 and a block size
of 225, while for the left-hand vein 950, the optimal parameters were a window size of 25 and a
block size of 25. The experimental results demonstrated that multimodal biometric systems

outperform unimodal systems.

The results in the table below show that the Simple Sum Fusion, Minimum Score Fusion, and
Matcher Weight Fusion configurations yielded similar results, achieving a first-rank recognition
rate of 100.00%. In addition, the EER was very low at 0.00% for verification. Moreover, the
verification rate at 1% FAR and the verification rate at 0.1% FAR were both 100.00%. In contrast,
the Max Score Fusion had a lower first-rank recognition rate of 96.43% and an EER of 3.38%,

indicating the effectiveness of the multimodal biometric fusion system for various features.

Table 23 : Rank -1/EER results of LPQ method for the combined features of the left index finger and left-hand

vein
Identification Verification
Score -level fusion
Rank-1 % EER % VR@1FAR VR@0.1FAR

Simple- sum fusion 100.00% 0.00% 100.00% 100.00%
Min-score fusion 100.00% 0.00% 100.00% 100.00%
Max-score fusion 96.43% 3.38% 96.43% 96.43%

Matcher weighting 100.00% 0.00% 100.00% 100.00%

fusion
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Chapter III: Result and discussion

111.5 CMC curve:

The Cumulative Match Characteristic (CMC) curve is a widely used performance evaluation metric
for biometric systems, especially in identification mode. The two figures below show examples of
CMC curves from our experiments using LPQ and Gabor filters (see Figure I11. 13).
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Figure 111. 13: (a) Example of a CMC curve using the LPQ method, (b) Example of a CMC curve using the Gabor
filter bank

111.6 Comparative Analysis:

A comparative analysis of vein-based authentication is provided in Table 1. All the results
presented in this table are expressed in terms of Equal Error Rate (EER). The Equal Error Rate
(EER) is defined as the point where FAR equals FRR. Lower EER values indicate better system
performance, but these values can vary depending on the imaging technique, type of biometric trait,
methodologies used for feature extraction, method and type of fusion of these features, and the

number of users in the database.
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Table 24: Comparative Analysis between Our Work and Related Work

Reference Biometric Methodology Imaging | Database Performance
features
Ferrer, M.A,, Hand geometry, | Simple Sum rule | Near IR 50 EER =0.01
Morales,A., . . .
Travieso,C.M | Palm and finger imaging users
.Jagd,j:gonso, textures, dorsal
-B [40] hand vein
Yuksel, A., Hand vein ICA 1, ICAZ, Near IR 100 users EER=5.4,
and Akarun, LEM and NMF imaging 7.24,7.64 and
L [41] 9.17
MC /PC/GF Near IR 42 users EER=3.66%
Finger vein imaging )
Contactless|7 and SIFT /840images
1] Hand vein MC /PC/GF Near IR 42users EER=0.35%
imagin
and SIFT Jing /420images
LPQ method Near IR 42 users EER =0.00
'maging /840images
Palm vein
Gabor filter bank Near IR 42 users EER =0.00
'maging /840images
Our Works
LPQ method Near IR 42 users EER =3.56
'maging /210images
finger vein
Gabor filter bank | Near IR 42 users EER =5.95
'maging /210images
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Conclusion

In the final chapter, we delved into the experimental study of our work, where we developed a
system for person identification based on hand vein and finger vein using the methods and
algorithms outlined in the previous chapter. Features of each biometric trait were captured,
extracted, presented, and classified. We utilized a database consisting of 42 individuals and 1050
images. To achieve optimal results, we introduced several biometric systems (hand vein/left index
finger), including both unimodal and multimodal systems (relying on the fusion and recognition of

both finger vein and hand vein together).

The system'’s effectiveness was evaluated using Rank-1 identification rate, Equal Error Rate (EER),
and verification rates at 1% and 0.1% FAR. The system achieved a 100% identification rate and 0%
error rate, demonstrating the quality of our vein recognition and affirming its potential for biometric

applications.
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General Conclusion

General Conclusion and future work:

The popularity of vein-based biometric systems is increasing due to their possession of the four
biometric characteristics (universality, uniqueness, permanence, and resistance to circumvention).
The work carried out in this dissertation aims to study this system, where we designed a practical
and intelligent biometric recognition system based on identifying the palm vein of the left hand's
index finger and integrating it. Our system includes the following two steps: Region of Interest
(ROI) determination, vein pattern feature extraction, and recognition. We used a database that does

not require preprocessing as it was captured by near-infrared radiation.

In this system, we utilized LPQ and GABOR methods for feature extraction, and we worked on
individual recognition algorithms using K-NN classification methods. Thanks to these methods, we
achieved perfect accuracy after applying this system to a database comprising 42 individuals and
1050 images. The achieved results were quite remarkable as we obtained a Rank-1 recognition and
identification rate of 100%, an Equal Error Rate (EER) of 0.00%, and verification rates (VR) of
100% at error rates of 1% and 0.1%. These results demonstrate the potential and feasibility of using
hand veins and fingers as a biometric means for multi-purpose identification. Additionally, these
results make our system reliable and achieve the goal we set initially, which is to identify users for

both single-mode and multi-mode systems completely and without errors.

In future work, we aim to use a larger database containing more users. In addition to using feature
extraction techniques and other pre-processing methods to test them with our system. Furthermore,

we will install a vein capture device for the finger and palm veins.
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