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Abstract

A chatbot is a computer program designed to facilitate conversations between hu-
mans and machines. It can be used across various platforms, such as messaging apps
and virtual assistants. Over the years, chatbots have evolved significantly, transitioning
from being mere entertainment to performing important tasks. When creating a chatbot,
several design considerations should be taken into account, including its purpose, target
audience, communication channels, conversational flow, and the need for testing and it-
erative improvements to ensure accuracy and user-friendliness. Based on their domain,

model, and conversation style, chatbots can be categorized into various types, including
customer service, sales, informational, personal assistant, entertainment, health, and edu-
cational chatbots. Each type serves a specific function and caters to the needs of different
user groups. Despite technological advancements, chatbot technology still faces several

challenges. These challenges include contextual understanding, seamless integration with
backend systems, personalization for individual users, ensuring security, and gaining user
acceptance and trust. This dissertation aims to develop an information chatbot that can

answer different questions related to university studies. The latter can be installed on the
university home page.

Keywords : Chatbot, Large Language models (LLMs), Machine Learning (ML),
Natural Language Processing (NLP), Artificial Intelligence (AI).
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Résumé

Un chatbot est un programme informatique cong¢u pour faciliter les conversations entre
les humains et les machines. Il peut étre utilisé sur diverses plateformes, telles que les
applications de messagerie et les assistants virtuels. Au fil des ans, les chatbots ont connu
une évolution significative, passant d’un simple divertissement a l’exécution de taches
importantes. Lors de la création d’un chatbot, plusieurs considérations de conception
doivent étre prises en compte, notamment son objectif, son public cible, les canaux de
communication, le flux de conversation, ainsi que la nécessité de tests et d’améliorations
itératives pour assurer la précision et la convivialité pour I'utilisateur.

Selon leur domaine, leur modele et leur style de conversation, les chatbots peu-
vent étre classés en différentes catégories, notamment les chatbots de service client, de
vente, d’information, d’assistant personnel, de divertissement, de santé et d’éducation.
Chaque type remplit une fonction spécifique et répond aux besoins de différents groupes
d’utilisateurs.

Malgré les avancées technologiques, la technologie des chatbots fait encore face a
plusieurs défis. Ces défis incluent la compréhension contextuelle, 'intégration transpar-
ente avec les systemes en arriere-plan, la personnalisation pour les utilisateurs individuels,
la garantie de la sécurité et 'obtention de I'acceptation et de la confiance des utilisateurs.

Ce mémoire a pour objectif de développer un chatboot d’information pouvant répondre
a différentes questions en relation avec les études universitaires. Ce dernier peut étre
installé dans la page d’accueil des universités.

Mots clés : Chatbot, Modeéles de grands langages (LLM), Apprentissage automatique
(ML), Traitement du langage naturel (NLP), Intelligence artificielle (AI).
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General Introduction

The evolution of chatbots has undergone significant transformations from simple rule
based systems to advanced natural language processing (NLP) models. Initially designed
to handle basic queries and automate repetitive tasks, chatbots have now become more
sophisticated due to the progress in artificial intelligence (AI) and machine learning (ML).
Presently, they can engage in complex conversations and offer personalized experiences
[1]. The rising popularity of voice assistants and messaging apps has further contributed
to their widespread adoption in various industries, such as customer service, sales, and
marketing. Utilizing data analytics and sentiment analysis, chatbots are now capable of
understanding human emotions and responding in a more human-like manner.

As technology continues to advance, chatbots are becoming indispensable tools for
businesses’ digital transformation, enhancing customer experiences, and improving overall
efficiency [2].In today’s digital age, these intelligent conversational agents have become
invaluable tools in the field of universities, offering a wide range of benefits that enhance
the overall educational experience. However, despite their widespread adoption in many
parts of the world, Algerian universities have yet to fully embrace this transformative
technology, highlighting a crucial gap that needs to be addressed. Chatbots play a pivotal
role in modernizing and streamlining university operations. They provide instant and
personalized assistance to students, faculty, and staff, improving communication channels
and efficiency.

For Algerian universities, and especially in our university of kasdi merbah ouargla,
integrating chatbots can lead to substantial advantages. Firstly, they can enhance student
engagement by offering quick and accessible support for inquiries related to admissions,
course information, schedules, and academic resources. This proactive approach fosters a
positive student experience and contributes to higher retention rates. Moreover, chatbots
can assist university administrators in managing administrative tasks more efficiently.
They can automate routine processes such as handling registration forms, scheduling
appointments, and providing updates on campus events. This automation not only saves
time and resources but also reduces the risk of errors, ensuring smoother operations across
departments.

Furthermore, the absence of chatbots in Algerian universities represents a missed
opportunity to leverage technology for improving educational outcomes. By implementing
chatbot systems tailored to the specific needs of Algerian higher education institutions,
universities can optimize their services, increase accessibility, and adapt to the evolving
expectations of students and stakeholders.

In this thesis, we delve into the significance of chatbots in the university of kasdi



General introduction

merbah ouargla settings, examining their potential benefits for Algerian universities and
proposing strategies for their effective implementation. By exploring the role of chatbots
in enhancing communication, efficiency, and user experience, we aim to shed light on the
importance of embracing innovative technologies to propel Algerian higher education into
the digital age. To achieve our objectives, we address the following outline:

Chapter 1 describes the main concepts of the two fields covered in our dissertation,
namely the field of NLP and ML. Chapter 2 presents Chatbots, it outlines their develop-
ments, structures and implementations. It also introduces the currently most models used
in their production, namely LLMs. Consequently, chapter 3 is devoted to the description
of the subsequent implementation of our project.



Chapter 1

Natural Language Processing and
Artificial Intelligence



CHAPITRE 1 Natural Language Processing and Artificial Intelligence

1.1 Introduction

In the digital realm, chatbots act as sophisticated interfaces that mimic human conversa-
tion, blending AI and NLP seamlessly. In this chapter we will briefly introduce the two
fields, namely NLP and Al.

1.2 Natural Language Processing

NLP is a specialized branch of Al that focuses on equipping computers with the capability
to comprehend and interpret text and spoken language like how humans do. It involves
developing algorithms and models that enable machines to extract meaning, context, and
intent from human language, whether it is written or spoken.

NLP is considered one of the most challenging and complex fields within AI due to
the intricacies involved in language understanding and processing. The nuances of human
communication, including grammar, semantics, pragmatics, and context, present signifi-
cant hurdles that NLP researchers and engineers strive to overcome. Despite its difficul-
ties, NLP has been garnering increasing interest and attention with each passing day. As
advancements in Al technologies continue to unfold, NLP plays a crucial role in develop-
ing intelligent virtual assistants, language translation systems, sentiment analysis tools,
voice recognition systems, and many other applications that enhance human-computer
interactions and make machines more human-like in their understanding and response
capabilities[3].

The NLP domain includes several fields such as:

1.2.1 NLP Fields
The field of NLP includes several fields, we cite for example[21]

o Text Classification
o Topic Modelling

o Word Embedding
o Texte Generation
e Sentiment Analysis
o Text Similarity

o Auto-Correction

o Search Engines

o Chatbots

Among challenges of NLP we can cite[22][23]
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1.2.2 NLP Challenges

Natural Language Processing (NLP) faces several intricate challenges due to the inherent
complexity and dynamic nature of human language:

o Language Complexity: Natural languages exhibit complex structures, nuances,
and multiple interpretations. Understanding and processing the intricacies of human
language remains a significant challenge.

o Dialect Variations: Languages can vary significantly across regions and social
groups, leading to dialectal differences that NLP models must accommodate for
effective communication.

e Ambiguity and Misunderstanding: Ambiguous words, phrases, and context-
dependent meanings can lead to misunderstandings in NLP systems, requiring
context-aware understanding.

 Handling Sarcasm and Irony: Identifying sarcasm and irony in text poses chal-
lenges as they often require understanding the speaker’s intent and context to in-
terpret correctly.

o Language Rhetoric:NLP systems must grasp rhetorical devices used in language,
such as metaphors, similes, and analogies, to fully comprehend text.

o Abbreviations and Acronyms: Texts often include various abbreviations and
acronyms, which can be context-specific and challenging for NLP models to interpret
accurately.

o« Ever-Changing Language: : Languages evolve, incorporating new words, ex-
pressions, and meanings. Keeping NLP systems up-to-date with the latest language
trends is a continual challenge.

Addressing these challenges requires the development of sophisticated NLP models that
can adapt to language variations, context, and evolving language use. It involves lever-
aging machine learning algorithms, neural networks, and large-scale datasets to enhance
the accuracy and understanding of NLP systems across diverse linguistic contexts. Ad-
ditionally, research into context-aware language modeling and dialogue systems can help
improve the naturalness and effectiveness of NLP interactions.

1.3 Artificial Intelligence

1.3.1 Machine learning

Machine learning is a subfield of AI that involves training algorithms to learn patterns
and make predictions or decisions without being explicitly programmed. It relies on large
datasets as input for learning algorithms, resulting in trained models that can perform
various tasks.



CHAPITRE 1 Natural Language Processing and Artificial Intelligence

ML models go through a lifecycle that includes collecting and organizing data, training
the model, and using it for tasks or supporting other larger tasks. The trained model is a
permanent file that can be used on previously unseen datasets or to inform and support
other tasks. ML has practical applications in various fields, including NLP and computer
vision[4].

1. Data collection: Large corpora of data, such as texts, images, and videos, are
gathered as input for the ML algorithms.

2. Data organization: The collected data is organized and prepared for training the
model, ensuring it is in a suitable format and quality.

3. Model training: The organized data is used to train the ML model, where algo-
rithms learn patterns and make predictions or decisions without explicit program-
ming.

4. Model operation: Once the model is trained, it can be used for various tasks or
to support larger tasks, such as NLP or computer vision.

1.3.2 Artificial Neural Network (ANN)

Artificial Neural Networks (ANNSs) consist of neurons organized in layers, including input,
hidden, and output layers. Neurons receive inputs, process them using weighted connec-
tions, and produce outputs through activation functions. Connections between neurons
have weights that determine signal strength. During training, weights are adjusted using
algorithms like backpropagation to minimize errors and improve performance. ANNs are
inspired by the biological nervous system and are used for tasks like pattern recognition,
prediction, and system identification. They operate in a parallel and distributed man-
ner, mimicking the brain’s information processing. ANNs are effective in solving complex
nonlinear problems and have applications in image processing, classification, and more.
By combining many simple processing units, ANNs can generate complex behaviors and
make accurate predictions. Overall, ANNs provide a powerful computational model for
simulating human-like intelligence and processing vast amounts of data efficiently [5].
Figure 1.1 shows a simple artificial neural network architecture.

1.3.3 Deep learning

Deep learning is a subfield of ML that focuses on training ANNs with multiple layers,
allowing them to learn hierarchical representations of data. It involves the use of deep
neural networks, which are composed of multiple layers of interconnected neurons, en-
abling the network to learn complex patterns and relationships in the data. DL has
been successful in various domains, including computer vision, NLP, and speech recogni-
tion, achieving state-of-the-art performance in tasks such as image classification, object
detection, language translation, and speech synthesis|[5].
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input layer hidden layer 1 hidden layer 2 output layer

Figure 1.1: A simple artificial neural network architecture[24]

1.3.4 The Transformer Architecture

The Transformer is a neural network architecture that relies on self-attention mechanisms
to process sequential data. It consists of multiple layers of self-attention and feedforward
neural networks, allowing it to capture relationships between words in a sequence without
the need for recurrent connections [6].

Key components of the Transformer include self-attention layers, which enable the
model to weigh the importance of different words in a sequence based on their contextual
relevance, and feedforward layers, which process the information extracted by the self-
attention mechanism.

The Transformer architecture has been widely adopted in various NLP tasks, such as
machine translation, text generation, and sentiment analysis, due to its ability to handle
long-range dependencies effectively and its parallelizability, which makes it more efficient
for training on large datasets [6]. Figure 2.1 shows a visualizes the architecture

e Input Embedding: The input text is tokenized into smaller units, such as words
or sub-words, and each token is embedded into a continuous vector representation.
This embedding step captures the semantic and syntactic information of the input.

e Positional Encoding: Positional encoding is added to the input embedding to
provide information about the positions of the tokens because transformers do not
naturally encode the order of the tokens. This enables the model to process the
tokens while taking their sequential order into account.

e Encoder: Based on a neural network technique, the encoder analyses the input
text and creates a number of hidden states that protect the context and meaning of
text data. Multiple encoder layers make up the core of the transformer architecture.
Self-attention mechanism and feed-forward neural network are the two fundamental
sub-components of each encoder layer.
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Figure 1.2: The Transformer - model architecture[7]

o Self-Attention Mechanism: Self-attention enables the model to weigh the im-
portance of different tokens in the input sequence by computing attention scores. It
allows the model to consider the dependencies and relationships between different
tokens in a context-aware manner.

o Feed-Forward Neural Network: After the self-attention step, a feed-forward
neural network is applied to each token independently. This network includes fully
connected layers with non-linear activation functions, allowing the model to capture
complex interactions between tokens.

e Decoder Layers: In some transformer-based models, decoder component is in-
cluded in addition to the encoder. The decoder layers enable autoregressive genera-
tion, where the model can generate sequential outputs by attending to the previously
generated tokens.



CHAPITRE 1 Natural Language Processing and Artificial Intelligence

o Multi-Head Attention: Transformers often employ multi-head attention, where
self-attention is performed simultaneously with different learned attention weights.
This allows the model to capture different types of relationships and attend to
various parts of the input sequence simultaneously.

o Layer Normalization: Layer normalization is applied after each sub-component
or layer in the transformer architecture. It helps stabilize the learning process and
improves the model’s ability to generalize across different inputs.

e Output Layers: The output layers of the transformer model can vary depending
on the specific task. For example, in language modeling, a linear projection followed
by Soft max activation is commonly used to generate the probability distribution
over the next token.

1.3.5 Large Language Models (LLMs)

Are Al models that can process and generate natural language text. They are trained
on massive amounts of text data using DL techniques, allowing them to learn patterns
and structures of language. LLMs are typically pre-trained on extensive corpora from the
web, enabling them to learn complex patterns, linguistic nuances, and semantic relation-
ships. Fine-tuning LLMs on specific downstream tasks has shown impressive performance
in various benchmarks. The development of LLMs has been driven by advancements in
deep learning methods, computational resources, and the availability of training data.
The Transformer model, introduced in 2017, played a significant role in the development
of LLMs by enabling the learning of longer-term dependencies in language and parallel
training on multiple GPUs. LLMs have become a crucial tool in NLP, pushing the bound-
aries of what machines can achieve in understanding and generating human-like text [8].

1.3.5.1 Large Language Model Families

Large Language Model Families (LLMs) refer to transformer-based PLMs (Pre-trained
Language Model )with tens to hundreds of billions of parameters. These models are
divided into three main families: GPT, Llama, and Palm [9].

1. The GPT Family: comprise Generative Pre-Trained Transformers (GPT), which
are decoder-only Transformer-based language models developed by Open Al. This
family includes GPT-1, GPT-2, GPT-3, Instruct GPT, Chat GPT, GPT-4, CODEX,
and Web GPT. While early GPT models like GPT-1 and GPT-2 are open-source,
newer versions such as GPT-3 and GPT-4 are closed-source and accessible only
through APIs .

2. The Palm Family: developed by Google, consists of the Pathways Language Mod-
els. The initial Palm model was announced in April 2022 but remained private until
March 2023. This model is a transformer-based LLM with 540 billion parameters.

9
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It undergoes pre-training on a high-quality text corpus comprising 780 billion tokens
covering various natural language tasks and scenarios.

Palm utilizes the Pathways system for training, employing 6144 TPU v4 chips to
ensure highly efficient training across multiple TPU Pods. The scaling benefits of
Palm are evident in its state-of-the-art few-shot learning results across numerous
language understanding and generation benchmarks. PalLM540B not only outper-
forms leading fine-tuned models on multi-step reasoning tasks but also achieves
performance levels comparable to humans on the recently introduced BIG-bench
benchmark .

3. The Llama Family: refers to a series of foundational language models released
by Meta. Unlike GPT models, Llama models are open-source, meaning their model
weights are made available to the research community under a noncommercial li-
cense. As a result, the Llama family is expanding quickly due to widespread use by
various research groups. These groups use Llama models to create improved open-
source LLMs that can compete with closed-source models or develop task-specific
LLMs for critical applications.

As shown in Figure 1.3, these popular LLM families illustrate the diverse approaches
and capabilities of different language models in the field .

WebGPT
InstructGPT
CODEX
GPT3.5 Turbo
code-davinci
‘GPT4 Turbo
GPT4 V\SIOH
GPT3

G PT2

GPTA \
GPT1
ﬁ GPT Family LLaMA 1/2 Family

@OpenAl 00 Meta

[ wizaraim

Figure 1.3: Populaire LLM Familiers [9]

1.3.5.2 Llama?2

Llama 2 is a collection of pertained and fine-tuned (LLMs) optimized for dialogue use
cases. It ranges in scale from 7 billion to 70 billion parameters. Llama 2-Chat, the fine-
tuned version of Llama 2, outperforms open-source chat models on most benchmarks and
is considered a suitable substitute for closed-source models. The models were trained
between January 2023 and July 2023 and are the result of several months of research and
iterative applications of alignment techniques. Llama 2-Chat is able to refer to attributes
100% of the time, for up to 20 turns, based on human evaluation. The models have
undergone safety improvements and developers are encouraged to perform safety testing
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and tuning tailored to their specific applications. Llama 2 and Llama 2-Chat are released
with the aim of enabling the community to contribute to the responsible development of
LLMs [10].

The pre-training phase of the training of Llama 2-Chat (see Figure 1.4) is the funda-
mental stage where the models are trained extensively on a large corpus of text data to
discover statistical patterns and language representations.

HUMAN
FEEDBACK
FINE-TUNING
O Safety Reward Model
Rejection Proximal Policy
Q Sampling Optimization
7
RLHF
Human preference data Helpful Reward Model
PRETRAINING

i N
Self-supervised LI 2 Supervised 8 _9_

Pretraining data

Figure 1.4: Training of Llama 2-Chat [10]

The Pretraining

The pre training phase is the initial stage in developing language models where the models
undergo training on a large corpus of text data to learn statistical patterns and language
representations. Here are the key points about pre training[10]:

o Llama 2 models were pre trained on a massive dataset, including 2 trillion tokens
sourced from publicly available materials, aiming to capture a broad range of lan-
guage patterns and knowledge.

e The training corpus for Llama 2 models was meticulously curated, emphasizing
factual sources and efforts to filter out data from websites containing personal in-
formation.

e The pre training process involved utilizing an optimized autoregressive transformer
and implementing several enhancements to boost performance, such as robust data
cleaning, updated data mixes, increased training tokens, longer context length, and
grouped-query attention (GQA) for improved inference scalability.

o The pre training data used for Llama 2 models has a cutoff point in September
2022, although some fine-tuning data is more recent, up to July 2023.
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Fine-tuning

Fine-tuning is a crucial process used to enhance the performance of language models
by training them on specific tasks or domains. It involves adjusting the parameters of a
pertained model using additional data and specialized techniques. Here are the key points
about fine-tuning[10]:

e Supervised Fine-Tuning: This process includes adversarial prompts and safe
demonstrations to align the model with safety guidelines, ensuring responsible and
ethical behavior.

e Ghost Attention: A technique employed during fine-tuning to regulate dialogue
flow across multiple turns. Ghost Attention enhances dialogue control and overall
performance of the model.

o Autoregressive Objective: In fine-tuning, an autoregressive objective is utilized,
where the loss is minimized on tokens from the user prompt. Backpropagation
occurs solely on answer tokens, contributing to improved model accuracy.

« Reinforcement Learning with Human Feedback (RLHF): RLHF is inte-
grated into the fine-tuning phase to further align the model’s behavior with human
preferences and instructions. This iterative process refines the model’s responses
and enhances its usability in real-world applications.

1.3.5.3 Three scenarios are possible for using LLMs

a. Prompt Engineering

Prompt engineering is a critical technique in NLP that involves designing and op-
timizing prompts used to input information into models, aiming to enhance their
performance on specific tasks. It focuses on designing prompts to guide model
learning, enabling the generation of diversified text based on different contextual
environments, and can be optimized and customized for various tasks and applica-
tion scenarios. This innovative paradigm rooted in the development of LLMs has
the potential to revolutionize the field of NLP by providing a more cost-effective
and efficient means of training models, making it an increasingly important area of
research[25] Prompt engineering can be categorized into two types (see figure 1.5):
manual prompts and automated prompts.

o Manual prompts: include zero-shot prompting and few-shot prompting, relying
on human expertise for manual configuration.
o Automated prompts: consist of discrete prompting and continuous prompting,

designed using automatic algorithms.

Discrete prompts are human interpretable, while continuous prompting uses learning
tokens interpretable by computers.
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Figure 1.5: Prompt engineering [25]

b. RAG (Retrieval Augmented Generation)

Retrieval-Augmented Generation (RAG) is the process of optimizing the output of
LLM by utilizing an external, reliable knowledge base in addition to the training
data sources (see Figure 1.6). LLMs are trained on extensive datasets and em-
ploy billions of parameters to generate original outputs for tasks such as answering
questions, translating languages, and completing sentences.

RAG extends the already formidable capabilities of LLMs to specific domains or an
organization’s internal knowledge base, all without the need to retrain the model. It
is an economical approach to enhance LLM results, ensuring they remain consistent,
accurate, and useful across various contexts. It aims to improve the quality of
generated text by incorporating relevant information retrieved from a knowledge
source before generating a response. This approach is often used in developing
chatbots and conversational Al systems to provide more accurate and contextually
relevant responses to user queries. RAG models typically consist of two components:
a retriever, which retrieves relevant information from a knowledge source, and a
generator, which generates text based on the retrieved information[26].
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Figure 1.6: A representative instance of the RAG process applied to question
answering[26]

A representative instance of the Retrieval-Augmented Generation (RAG) process
applied to question answering consists mainly of three steps [26]:

1. Indexing

o Data Preparation: Large amounts of text data (articles, code, manuals)
are collected from various sources. The data is pre-processed to clean and
standardize it, ensuring consistency for later steps.

o Chunking: The data is divided into smaller, manageable segments called
“chunks.” These chunks can be sentences, paragraphs, or sections depend-
ing on the specific task.

o Encoding: Each chunk is converted into a numerical representation using
a technique like word embedding. This allows the system to understand
the semantic meaning of the text.

e Vector Database Creation: The encoded chunks and their correspond-
ing metadata (source, identifier) are stored in a specialized database called
a vector database. This database efficiently retrieves similar vectors based
on semantic closeness.

2. Retrieval
e Query Formulation: The user submits a question. The question may
also be pre-processed to improve clarity and identify key terms.

e Semantic Matching: The question is encoded using the same technique
applied to the chunks during indexing. The encoded question is compared
against the encoded chunks stored in the vector database.

« Top-k Retrieval: A predefined number (k) of chunks with the highest
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semantic similarity to the question are retrieved. These "top k” chunks
are considered the most relevant to answering the user’s query.

3. Generation

e LM Input Preparation: The original question and the retrieved k
chunks are combined and formatted appropriately for the Large Language
Model (LLM). This formatting might involve highlighting key terms or
structuring the information in a specific way.

e Answer Generation: The LLM takes the combined input and uses its
knowledge and understanding of language to generate a comprehensive and
informative answer to the user’s question. The answer should be based on
the retrieved chunks and address the specific context of the query.

« Answer Ranking (Optional): In some cases, the LLM might generate
multiple potential answers. A ranking step can be employed to select the
most relevant and factually accurate answer based on additional criteria.

c. Fine-tuning

Fine-tuning in NLP involves adapting pre-trained models, like Llama, for specific
tasks by further training them on new datasets. This process slightly adjusts the
model’s weights to enhance its performance on the new task while retaining the
pre-acquired knowledge. Fine-tuning improves task-specific performance efficiently
without training the model from scratch, making it a practical approach for utilizing
large pre-trained models in various NLP tasks [28].

1.4 Conclusion

In this chapter we briefly introduced the two fields, namely AI and NLP. LLMs like
Llama 2 and Llama 2-Chat represent the pinnacle of Al, reshaping text generation with
their advanced architectures. As chatbots evolve and LLMs push boundaries, the future
promises seamless interactions and innovative solutions, enriching user experiences in the
digital landscape.
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2.1 Introduction

This chapter represents a thorough analysis of the subject of research chatbots. This
review seeks to summarize the key conclusions, identify research gaps, and discuss how
this study might advance the area.

2.2 ChatBot : Overview

2.2.1 What is a Chatbot?

A chatbot is a computer program or software application designed to simulate human
conversation and engage in interactions with users through text or voice-based commu-
nication. The primary objective of a chatbot is to provide responses and assistance that
are as natural and human-like as possible[11].

The functionality of a chatbot relies on two essential components: knowledge and
understanding.

Knowledge: Chatbots are equipped with a knowledge base, which can be built using
various methods. This knowledge base includes pre-programmed information, data from
structured databases, or access to external sources of information. The more extensive
and accurate the knowledge base, the better the chatbot can respond to user queries and
provide relevant information.

Understanding: Chatbots use NLP and Machine Learning algorithms to compre-
hend and interpret user inputs. NLP allows the chatbot to extract meaning from text
or voice messages, identify user intent, and generate appropriate responses. The chat-
bot continuously learns and improves its understanding through user interactions and
feedback.

To evaluate the effectiveness of a chatbot, the Turing test is often used. Proposed
by Alan Turing in 1950, the Turing test is a measure of a machine’s ability to exhibit
intelligent behavior indistinguishable from that of a human. If a chatbot can successfully
pass the Turing test, it means it can provide responses and interactions so human-like
that users cannot differentiate between chatting with the chatbot and a real person[12].

A method for determining whether a computer is capable of thinking like a human
being or not.

e One human functions as the questioner.
e The second human and the computer function as respondents.
o The questioner interrogates the respondents within a specific subject area.

o After a preset length of time or the number of questions, the questioner is then
asked to decide which respondent was human and which was a computer.
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Chatbots find applications in various fields, such as customer support, virtual assis-
tants, information retrieval, and interactive entertainment. As advancements in Al and
NLP continue, chatbots are becoming increasingly sophisticated, offering more seamless
and natural conversations with users.

2.2.2 Evolution

From the realm of fiction to the realm of reality, chatbots boast a rich history that
spans several decades. The concept of a machine emulating human behavior was first
introduced through the Turing Test (”Can machines think?”) proposed by Alan Turing
in 1950. Subsequently, in 1966, Joseph Weizenbaum developed Eliza, the pioneering
chatbot. Eliza relied on a rule-based system employing pattern matching to engage in
simulated conversations resembling those with a therapist. [2] Although it used a simple
pattern-matching algorithm and template-based responses, it lacked the conversational
ability to truly mimic human-like interactions. Attempting to overcome Eliza’s limita-
tions, psychiatrist Kenneth Colby introduced PARRY, a chatbot with its personality.

Advancements in Al and the creation of the Artificial Intelligence Markup Language
(AIML) led to the development of ALICE, the first chatbot to earn the title of the "most
human computer”. However, these early chatbots were constrained by their capabilities
and primarily relied on basic rule-based systems. With the emergence of NLP and ML
techniques in the 2000s, chatbots evolved into more sophisticated entities, possessing the
ability to comprehend and respond to natural language queries. The internet era gave
rise to chatbots like SmarterChild, accessible through messenger applications.

During the 2010s, chatbots like Apple Siri, Microsoft Cortana, Amazon Alexa, Google
Assistant, and IBM Watson were introduced. Subsequently, the widespread application
of chatbots led to the development of tools that enabled individuals with less technical
expertise to create chatbots for their specific needs. The advancement of technologies
such as NLP and ML further elevated the capabilities of chatbots. Recent research in
reinforcement learning and neural networks introduced the concept of transformers in
chatbot development. One of the most extensively used chatbots today for a myriad of
purposes is ChatGPT, released in 2022. ChatGPT exhibits the ability to write and fix
code, perform computations, help compile resumes, translate material, and perform nu-
merous other tasks with sufficient proficiency to become a key tool in content development.
This remarkable capability may one-day challenge search engines. Overall, a plethora of
technological advancements have driven the progress of chatbots, creating increasingly
intelligent and adaptable systems poised to revolutionize various industries[2].

As shown in Table 2.1, the evolution of chatbots is marked by significant milestones
from the creation of Eliza to the development of ChatGPT.
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Table 2.1: Evolution of Chatbot [2]

Sr.No.

Year

Chatbot

Remark

1965

ELIZA

One of the first chatbots, named Eliza, was created in the
1960s and employed a straightforward rule-based methodology
to mimic a discussion between a therapist and a patient.

1972

PARRY

Parry’s goal was to mimic a conversation with a patient who
was paranoid and show how rule-based chatbots could be useful
in the field of mental health

1988

Jabberwacky

Jabberwacky’s goal was to develop a learning chatbot based
on ML and NLP that could have engaging conversations with
users.

1992

Dr. Shaisto

With the use of a pre-recorded voice and straightforward re-
sponses, Dr. Sbaitso aimed to provide MS-DOS users with an
easy-to-use and enjoyable conversational agent.

1995

ALICE

The goal of Alice was to develop a chatbot that could converse
with people using NLP and ML and offer tailored responses
based on the context and previous exchanges.

2001

SmaterChild

The goal of SmarterChild was to build an Al-powered chat-
bot that could engage in interesting discussions on a variety
of messaging platforms, quickly respond to user questions, and
access a huge collection of knowledge.

2010

Siri

The purpose of Siri was to create a virtual assistant that could
perform tasks and answer questions for users using NLP, voice
recognition, and a wide range of built-in functionalities.

2012

Google Now

Based on customers’ search histories and other information,
Google Now is an intelligent personal assistant that offers them
support and information that is pertinent to their needs.

2015

Cortana

Microsoft created Cortana as a virtual assistant to aid users
with a variety of tasks, such as creating reminders, sending
emails, and providing answers.

10

2015

Alexa

Amazon has created Alexa, a virtual assistant that can respond
to voice requests and carry out several functions like playing
music, providing information, and operating smart home de-
vices.

11

2016

Google Home

The Google Home smart speaker was created to give customers
hands-free access to their smart home devices and a variety of
services, including music streaming and voice-activated inter-
net search.

12

2022

ChatGPT

A conversational Al language model called ChatGPT was cre-
ated by OpenAl with the goal of understanding and producing
text-based conversations that are human-like on a variety of
subjects.
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2.2.3 Chatbot characteristics

Understanding the key characteristics of a chatbot is crucial during its design phase.
These attributes were identified by studying user expectations of chatbots . The research
methodology employed included comparing past human-human conversations with inter-
actions between humans and chatbots. As emphasized in a chatbot survey, the evolution
of chatbots has shifted from simple pattern recognition and basic "question and answer”
structures to more engaging conversations. This evolution highlights the expectation for
advanced chatbots not only to provide answers but also to learn, improve with each in-
teraction, and eventually demonstrate proficiency across various scenarios. To create an
intelligent chatbot capable of achieving these capabilities, the essential characteristics and
capabilities are outlined as follows[13]:
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Figure 2.1: An overview of the properties of chatbots [13]

2.2.4 Design principles

A set of parameters for designing any chatbot are usually considered, including the pur-
pose, dataset creation/procurement, response generation, and text processing. Advanced
chatbots also include parameters like ML models and evaluation, which improve the ac-
curacy and overall performance of the chatbot. It also makes them more dynamic and
enables them to generate more personalized responses. The chatbot design/development
process can be broadly viewed in six phases|2]:

1. Purpose Identification: In this phase, the main objective of the chatbot is de-
termined, and different use cases for the design and development are identified.

2. Dataset Creation/Procurement: The collection or creation of the dataset used
for training and improving the chatbot takes place. This dataset may include ex-
amples of expected questions and answers from users.

3. Response Generation: The chatbot needs a response generator capable of creat-
ing appropriate and logical responses to user questions DI techniques and language
models can be used to achieve this.
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4. Text Processing: In this phase, NLP techniques are utilized to understand user
inputs and extract meaning from them.

5. Use of ML Models and Evaluation: ML models and Al can be employed to
enhance the chatbot’s performance and increase its accuracy in interacting with
users.

6. Comprehensive and Dynamic Chatbot Development: : This step aims to
design a chatbot with high dynamism, capable of providing personalized and cus-
tomized responses to meet user requirements.

These stages represent a general framework for the process of designing and devel-
oping a chatbot, and the details and techniques used may vary depending on each
case.

2.2.5 Chatbot Structure

Each chatbot requires a defined structure, which refers to the sequence of steps and tasks
it performs in the backend. While structures may vary depending on the algorithm used,
they generally align on three main steps.

Understanding the Query: This is the first crucial step where the chatbot processes
the user’s input or query. To achieve this, the chatbot leverages NLP techniques. NLP
helps the chatbot analyze and comprehend the user’s message, extract the intent, and
identify key entities or keywords within the text. Understanding the query correctly is
essential for the chatbot to provide relevant and accurate responses. For example:

o How to get the exact meaning .
o To understand the right ordre:

— I m fine - am I fine .

— France beat Germany - Germany beat France .
e Understand homonyms:
— Like , where, right, execute .
e Understanding similar words:
— Bye-by, right-write, steak-stick.
» How to find main keywords.
e Get rid of stopwords.
o Knowing when to focus on stopwords.
o Understand abbreviations.

e Understand sarcasm.
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o Long phrases problems.
e Multi-lssue phrase.

o minding short memory issues.

Getting the Answer: Once the chatbot understands the user’s query, it needs to re-
trieve the appropriate information to formulate a response. Depending on the chatbot’s
purpose, it may access a knowledge base, a database, or an external source of information
to find the most relevant answer to the user’s query. This step often involves using infor-
mation retrieval techniques or querying data sources to obtain the required information.
It consists of:

e Training the model

o Access to universal DBs

e Searching online

o Approaching closest answers

e To say: I don’t know

Forming the Reply: After gathering the relevant information, the chatbot needs to
craft a response that is coherent and appropriate for the user’s query. This step involves
generating the reply in natural language, ensuring it addresses the user’s question or
request accurately and understandably. The chatbot may utilize NLG techniques to
create human-like responses.

By following these common steps of understanding the query, getting the answer,
and forming the reply, chatbots can effectively engage in conversations with users, pro-
viding helpful and contextually appropriate responses. Different chatbot algorithms and
frameworks may have additional layers and complexities in their structures, but the fun-
damental process of understanding, retrieving, and generating responses remains central
to their operation.

2.2.6 Chatbot Tools

It is essential for chatbot developers to thoroughly study and comprehend key techniques
from NLP that are integral for building effective chatbots. Neglecting or misinterpreting
these tools could result in the creation of underperforming or unintelligent chatbots. We
need the tools to do the following tasks[29]:

e Stemming

Stop-Words
e Word Embedding

o Auto Correction
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o Text Similarity

o Text Generation

2.2.7 Chatbot challenges

Several challenges can be considered[27]:

Dialect difference:

Solved by train chatbot to all possible words in each dialect.

Some chtbot start by classify the user dialect then depend on his dialect file.

Dialect file be on line to be updated and edited by developers.

Self-learning chatbots can teach it self.
Abbreviations:

o Developers need to list all available general and special abbreviations.
o Differs upon culture dialect community and time.

o Developers build a dictionary for each abbreviation. And its meaing.
Multi-topics:

o Can be detected using ML classifiers,depend on keywords existence.

e By comprehending the keywords chatbot can specify how it can reply.

Understanding homonyms:

o Each word meaning depend on context and current topic.
« Had to be solved to understand the phrase and form the answer.

e In case of equal probabilities, chatbot can ask the user.
Unknown words:

o Try auto-correct, as it might be miss-spelled word.
e Auto-correct depends on the topic: plase: plane, plate, please?
o Try languages lexicons.

o Ask the user.
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2.3 ChatBot : Related Works

In [14], the authors utilized a web crawler to compile data for the knowledge base, extract-
ing information from FAQ pages covering various university-related topics. They applied
NLP techniques within the Preprocessor module to preprocess the data into a suitable
format for the Training module. Two distinct algorithms were assessed to train the con-
versational model for the chatbot: a semantic similarity model and a seq2seq-based model.
The system determines whether a query is domain-specific; if so, it directs domain-specific
queries to the Preprocessor and chatbot Engine modules. The Engine module identifies
the most relevant question to the user query and generates the corresponding response.
Non-domain-specific queries are handled by the ALICE AIML server.

In [15]The authors utilizes Artificial Intelligence Markup Language (AIML) and La-
tent Semantic Analysis (LSA) to develop a chatbot tailored to provide efficient and accu-
rate responses based on a dataset of frequently asked questions (FAQs). AIML handles
template-based and general inquiries, such as welcome messages and common queries,
while LSA manages service-related questions, ensuring timely and satisfactory responses.
Within the AIML tag, multiple category tags represent distinct knowledge bases, orga-
nized using category and category tags. The pattern tag within AIML generates diverse
responses, enhancing the bot’s conversational dynamics. Additionally, the that tag en-
ables the system to identify the most recent chatbot question, facilitating appropriate user
interactions. Although the specific purpose of the topic tag within AIML is not explic-
itly outlined in the provided context, it likely contributes to organizing and categorizing
responses for improved dialogue flow.

In [16]The authors proposes the use of Al and ML technology to develop a chatbot sys-
tem for Matrusri Engineering College, which involves NLP and training the chatbot using
appropriate ML methods. The program utilizes WordNet to select the closest matching
response from the closest matching statement that matches the user input. The chatbot
system is designed to communicate with users using natural language input and generate
appropriate responses. The paper also mentions the use of a database created by a human
expert to store the knowledge of the chatbot.

In [17]The proposed KBot system aims to enhance the end-to-end user experience by
improving interactive question answering and performance, thus facilitating information
retrieval, acquisition, intent classification, query understanding, and continuous learning.
It enables users to explore myPersonality data through analytical queries (myPersonality
is a social network dataset that has been processed and added to existing knowledge bases
to extend the capabilities of the chatbot system) offering insights into various aspects like
dominant political views, relationship status, and personality traits.

Designed to be scalable and flexible, KBot supports the addition of other knowledge
bases, new languages, and diverse tasks, ensuring adaptability to different user needs.
Leveraging ML and NLU techniques, including named entity recognition, factoid and
recurrent questions, and dialogue management, enhances usability and performance. In-
tegration of external APIs and support for multilingual and speech-to-text capabilities
further augment the functionality and accessibility of the KBot system.
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The paper employs NLP and NLU techniques to understand user intents and generate
SPARQL queries. Named Entity Recognition (NER) is utilized to extract information
about various entities like PERSON, GPE, ORG, etc., from user queries. Additionally,
a machine learning-based classifier, specifically SVM (Support Vector Machine), is devel-
oped for intent classification. The KBot system integrates multiple knowledge bases such
as DBpedia, Wikidata, and myPersonality to provide relevant answers to user queries.

DBpedia and Wikidata are utilized as knowledge bases in the chatbot system to
retrieve relevant information. DBpedia is a community-driven project that extracts struc-
tured information from Wikipedia and presents it as linked data. On the other hand,
Wikidata serves as a free and open knowledge base, providing structured data and acting
as a central storage for the structured data of its Wikimedia sister projects.

In [18], a modular chatbot framework was implemented, comprising a web-based plat-
form dedicated to training the chatbot in natural language comprehension. Additionally,
a microservice was integrated into the framework to classify input text and extract rele-
vant entities, facilitating more accurate responses.

The core of the chatbot’s NLU engine was built upon (SVM) algorithms, which func-
tioned as the primary classifier for text categorization. This approach enabled the chatbot
to effectively analyze and interpret user queries, leading to more precise and contextually
relevant interactions.

In [19], the proposed chatbot system utilizes Al techniques and NLP to recognize
queries and provide answers to students. NLP techniques are employed for tokenizing
and lemmatizing the data, which is crucial for text recognition. The model is trained
using a combination of feed-forward ANN and the Keras Sequential Model. Preprocessing
is applied to standardize the input text according to the system’s requirements, and the
appropriate context is recognized based on keywords used in the text. The model is trained
on a dataset containing a mix of patterns and intents, consisting of 147 documents and
86 tags. Its accuracy is evaluated after 200 epochs, achieving an accuracy of 87.07%.

The study in [20] extensively utilized various transformer and semantic embedding
models, such as AraBERT, CAMeLBERT, AraElectra-SQuAD, and AraElectra (Gener-
ator/Discriminator), to assess the performance of an Arabic chatbot. Two datasets were
employed for evaluation purposes: one comprising 398 questions and the other containing
1395 questions, alongside 365,568 documents extracted from Arabic Wikipedia.

Through meticulous experimental procedures, involving the assessment of both manu-
ally curated questions and the entire question set using confidence and similarity metrics,
the study demonstrated that the AraElectra-SQuAD model consistently surpassed other
models, achieving notably high confidence and similarity scores across both datasets. Ad-
ditionally, the research delved into the utilization of BERT-like language transformers,
pre-trained on extensive Arabic text corpora, for developing an Arabic question-answering
chatbot.
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2.3.1 Summary of related works

Table 2.2: Summary of related works

Paper Name

Description

Observation

CollegeBot: A Conver-
sational AI Approach to

Help Students Navigate
College [14]

Used a web crawler to gather data
for the knowledge base, applied
NLP techniques for data prepro-
cessing, and evaluated two algo-
rithms for training the conversa-
tional model.

Accuracy:80%

Chatbot for university re-

lated FAQs [15]

Employed AIML and LSA to de-
velop a chatbot, with AIML manag-
ing general inquiries and LSA han-
dling service-related questions.

Smart College Chatbot Us-
ing ML and Python [16]

Leveraged AI, ML, and NLP tech-
nologies, utilized WordNet for re-
sponse selection, and incorporated
a human-curated database for chat-
bot knowledge.

KBot: A Knowledge
Graph Based Chatbot for
Natural Language Un-

derstanding Over Linked
Data [17]

Developed the KBot system us-
ing NLP and NLU techniques, in-
tegrated ML classifiers like SVM
for intent classification, and utilized
multiple knowledge bases for rele-
vant answers.

Accuracy:85%

of an e-

Chatbot

Development
commerce Sales

[18]

Implemented a modular chatbot
framework with SVM algorithms for
text categorization and a microser-
vice for entity extraction from user
input.

An Interactive Chatbot for
College Enquiry [19]

Utilized AI, NLP, and ANN models
for recognizing queries and provid-
ing accurate responses, trained on
mixed data patterns, and evaluated
accuracy metrics.

Accuracy:87.07%

Evaluation of an Arabic
Chatbot Based on Extrac-
Question-Answering
Transfer Learning and
Transformers

tive

Language

[20]

Utilized transformer and seman-
tic embedding models for an Ara-
bic chatbot, evaluated on Arabic
Wikipedia datasets using confidence
and similarity metrics, and ex-
plored BERT-like transformers for
question-answering tasks.
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2.4 Conclusion

This chapter provides a comprehensive exploration of chatbots, covering their definition,
evolution, characteristics, design principles, tools, challenges, and the landscape of de-
velopment. It highlights key advancements, challenges, and opportunities, emphasizing
the need for continuous improvement and adaptation to meet evolving user needs and
contribute to the ongoing evolution of chatbot technology.
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3.1 Introduction

In this chapter, we explore the design and development of a chatbot specifically tailored to
meet the diverse needs of students in the Kasdi Merbah Ouargla university environment.
We relied on a range of tools and techniques in artificial intelligence and machine learning
to develop this chatbot, enabling us to create a prototype that can effectively interact with
users, understand their queries, and provide appropriate responses. We will summarize
the main findings we have reached, review the challenges we faced during the research
and development journey, and provide some future recommendations for improving and
expanding the system.

3.2 Types of Information and Support Students Seek

1. Academic Information and Support
2. Exam Details: Information about exam dates, locations, and formats.
3. Study Resources: Access to study materials, past exams, and academic workshops:

o They look for guidance subjects and learning materials.
« Students seek information on specific university services.

» Educational systems for teaching, learning, and searching for specific informa-
tion.

o Personalized learning support, instant answers to questions, and guidance in
understanding research content.

o Information related to research methodologies, process, instruments, popu-
lation, sample group, variables, data collection, data analysis, and research
report.

3.3 Analysis of Student Needs

Situations for which a chatbot can be useful

1. Chatbots can be useful in emergency situations to provide initial support to students
and facilitate communication with universities.

2. Chatbots can act as virtual assistants or tutors for students, freeing up teachers
from responding to repetitive questions.

3. Answering Academic and Administrative Questions:

o Academic Questions: Assisting students in understanding complex concepts,
providing additional study resources, and answering queries related to the cur-
riculum.
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o Administrative Questions: Providing information about exam dates, course
registration details, and graduation procedures.

4. Providing Information About University Events:

o Informing students about upcoming events, seminars, workshops, and other
university activities.
o Registering students for these events and sending reminders prior to the event
date.
5. Supporting New Students:
o Offering information about university resources such as libraries, health cen-
ters, and student centers.

o Answering queries from new students about orientation and adapting to uni-
versity life.

3.4 Student Expectations and Preferences for Inter-
acting with a Chatbot

o Preferred Communication Mode: Text vs. Voice: Determine whether students pre-
fer to interact through text messages or voice commands.

» Ease of use and user interface:
— Simplicity: Evaluate preferences for a straightforward and easy-to-use interface
that does not require learning new formats or complex commands designed to
communicate with humans in their natural language, enhancing user experi-

ence and accessibility.

o The ability to operate as a 24/24support service, chatbots can provide timely and
efficient assistance or information to users

o Instant responses to frequently asked questions, making it easier for students to
obtain immediate answers.

o Quick response times and maintaining privacy while interacting with chatbots

o Students expect chatbots to provide efficient and accurate answers for university-
related questions.

o Students seek chatbots that offer guidance, information retrieval, and a positive
digital learning experience.
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3.5 Chatbot Features

In the context of chatbot development, we refer to the methods, tools, and technical soft-
ware used to build and effectively operate a chatbot. This includes software frameworks,
libraries, and tools that assist in data analysis, processing, and user interaction. Common
technologies used in chatbot development include:

« LLM (Large Language Models): (see chapter 1)

o Natural Language Processing (NLP): This fundamental technology enables
the chatbot to understand human language in a natural manner.

o Chatbot Development Platforms: These platforms provide the necessary tools
for building and operating chatbots:

— Hugging Face: A platform that provides access to advanced Al models.

x Usage: we utilized the LLaMA 2 language model and integrated it into
the chatbot to leverage its capabilities in natural language processing and
text generation based on trained interactions.

— Kaggle: is a prominent platform for data science and machine learning, offer-
ing tools for model development and deployment.

x Usage: Kaggle provides cloud-based Jupyter Notebooks with pre-installed
libraries and GPU/TPU support, simplifying model prototyping and train-
ing.

— Chainlit: To facilitate user interaction with our Lama model, we employed
Chainlit, an open-source Python framework designed specifically for Conver-
sational AI. This streamlined interface development and enabled rapid proto-
typing, expediting the creation of an interactive user experience.

3.6 Chatbot Design and Development

We followed a structured approach, encompassing concept ideation, training the model,
scripting interactions, and designing the user interface, to create a user-friendly and effi-
cient chatbot system.

3.6.1 Use of LLMs

Three scenarios are possible for using LLMs:

« Prompt engineering : is the process of crafting specialized prompts to guide the
behavior of LLMs.

e Fine tuning: is the process of adapting a pretrained LLM to specific datasets or
domains.
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« RAG (Retrieval Augmented Generation): A technology that combines infor-
mation retrieval and text generation to improve the quality of the system’s final
answers. In our case we integrated with LLaMA 2 to enhance the chatbot’s abil-
ity to provide accurate and detailed informational answers. RAG allows for the
retrieval of relevant information from the dataset before generating a response.

In our case, we used Llama 2 model with the three possible scenarios of using LLMs.

Model details :
e Model: Llama 2
o Variation: 7b-chat-hf (7b: 7B. hf: HuggingFace build)
e Version: V1

LlaMA 2 model is pretrained and fine-tuned with 2 Trillion tokens and 7 to 70 Billion
parameters which makes it one of the powerful open source models. It is a highly im-
provement over LlaMA 1 model.

3.6.2 Necessary Tools
We will use Python to write our script, it is an open-source programming language known
for its ease of reading and writing. It supports numerous libraries specialized in scien-

tific computing, data processing, and machine learning. It is widely used in software
development, particularly in artificial intelligence applications.

3.7 Using RAG technique

3.7.1 Data collection
In RaG technology, a dataset comprising nine university documents was utilized. the

Table 3.1 representing the Kasdi Merbah Ouargla university documents with their sizes
and related information:
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Table 3.1: Dataset

Document Name Size Format
Canevas d’amendement OFFRE DE FORMATION

L.M.D. LICENCE ACADEMIQUE 639Ko PDF
HARMONISATION OFFRE DE FORMATION MAS-

TER ACADEMIQUE Master Informatique Fondamentale | 1.4 Mo PDF
2016 — 2017

HARMONISATION OFFRE DE FORMATION MAS-

TER PROFESSIONNALISANT Master Administration | 1.2 Mo PDF
et Sécurité des Réseaux(ASR) 2016 — 2017

OFFRE DE FORMATION MASTER ACADEMIQUE 1.9 Mo PDF
Intelligence Artificielle et Science des Données2021 -2022

HARMONISATION OFFRE DE FORMATION MAS-

TER ACADEMIQUE Master Informatique Industrielle | 1.3 Mo PDF
(IT) 2016 - 2017

example-description-invention-relative-product 408 Ko PDF
Mechanisms-implementation-of-decision-1275 ; 2022-2023 | 990 Ko PDF
Guide -project-obtaining-certificate-patent; 2022 12.2 Mo | DOCX

3.7.2 RAG Process

The RAG process is as fellow (see Figure 3.1):

3.7.2.1 Setting Up the Environment and Installing Libraries

Libraries Used

1. pypdf:! A library for processing PDF files.

2. llama__index:? A library for building a vector-based index to improve search and

retrieval operations.

3. sentence__transformers:®> A library for text transformation models used to con-

vert sentences into vector representations.

4. pydantic-settings:* A library for managing application settings.

5. langchain:® A library for integrating language models and enhancing the perfor-

mance of language models.

https://pypdf.readthedocs.io/en/stable/
’https://docs.llamaindex.ai/en/stable/

3https://sbert.net/
“https://docs.pydantic.dev/latest/concepts/pydantic_settings/
Shttps://python.langchain.com/v0.2/docs/introduction/
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6. arabic-reshaper:® A library for improving the display of Arabic texts.
7. docx2txt:” A library for extracting text from DOCX files.

8. huggingface_ hub:® A library for accessing Hugging Face models.

« Document Loading:
Relevant Kasdi Merbah Ouargla university program documents are read from a
specific directory and loaded into the system.

. Language Model Settings:

The language model from Hugging Face (Llama-2-7b-chat-hf) is defined for text
analysis and response generation. Preparing the prompts for the model with a
system prompt and a query wrapper prompt guiding the chatbot’s responses.

« Embedding Model Setup:

We use sentence transformers to create embeddings that convert texts into vectors.
These vectors are numerical representations of textual data, facilitating comparison
and retrieval.

« Context Service Creation:
To connect the language models and embedding models, allowing them to be used
integrally with the loaded data.

« Index Creation:
A data structure that stores the vectors resulting from the embedding process,
enabling quick search and retrieval.

« Query Engine Setup:

With the query engine, we can now submit a question and receive an answer.

« Answer Generation:

After building the index, it is converted into a query engine that can be used for
search operations in the stored vectors. It retrieves relevant documents from the
index and uses the Llama-2 model to generate an accurate and detailed response.

Shttps://pypi.org/project/arabic-reshaper/
"https://pypi.org/project/docx2txt/
8https://huggingface.co/docs/huggingface_hub/index
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User Question
“What are the best universities in

Algeria ? "
Text embedding madel Prompt
Answer the following question:
Query engine B R -
. A Vector Database “What are the best universities in Algeria ?"
User Question g Ind —— Relevant documents ———
(el based only on the following context:
'The student is looking for information about
I the best universities in Algeria.”
Documents with Embeddings l
" The student is looking for
information about the best LLM ( Llama 2 chat)
universities in Algeria”
... MOF documents ....... ‘

[ Answer

“ The Central University of Algiers and the

Knowledge base Mohamed Boudiaf University of Science
and Technology are considered among
the best universities in Algeria ......."

Figure 3.1: Diagram Explained RAG Process

. Sample Responses

To demonstrate the effectiveness of the university chatbot in providing accurate
and informative responses, below are examples of queries along with corresponding
model-generated responses:

Query 1:
{8 Ul dale il s Ja )}
Response 1:

ey oS 5 mibat S e 48l dmalall slall g cdpnalall Claadsll da 3o 3 go 8 QlUall dule milial @llia 5 cand”
"l ddle il g il gl Gaslall (e saleiul Sli€ay dgiylss

Note: The assistant’s answer is based on the information provided in the context and may
not be comprehensive or accurate.

3.8 Fine-Tuning Process

« Data Collection:

The first step is gathering information so that the chatbot’s knowledge base is
formed. The Gemini program was used to gather data for this project in order
to generate a series of questions and responses. This information is necessary to
train the model so that it can comprehend and appropriately reply to user inquiries.
Examples :
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Table 3.2: Data Collection Informations
. . . re-
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« Data Preparation:

After the data is gathered, it needs to be formatted so that the machine learning
model can use it. In this instance, the data was transformed into JSON format,
which is commonly utilized for data sharing.
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« Embedding:

The process of converting textual data into numerical vectors that the model can
understand is called embedding. In order for the model to comprehend and learn
from the text data, this phase is essential.

e Train-Test Split:

Training and testing subsets of the dataset are used to assess the model’s perfor-
mance. The testing set is used to assess the model’s performance after it has been
trained using the training set. Divide the dataset into training (90%) and validation
(10%) sets.

e Model Loading:

The Hugging Face platform loads the Llama-2 7b-chat model. Using the supplied
dataset as a starting point, this pre-trained model can be further refined.

e Model Training:

Using the training dataset, the pre-trained Llama-2 7b-chat model is refined during
model training. This procedure modifies the model to fit the particular realm of
inquiries pertaining to universities.

Important Actions:

— Set Up Arguments and Training Parameters: Setting up arguments and
training parameters is an essential step in correctly adjusting the model’s per-
formance. These parameters comprise configurations that affect the model’s
learning process: the batch size=2, learning rate=5e-5, and number of epochs=10.

— Apply a Tokenization: A tokenizer is a tool that divides text into more
manageable chunks for the model to analyze, like words or tokens. To guaran-
tee that the model understands the text data correctly, it is imperative to use
an efficient tokenizer.

— Hire a Trainer to Oversee the Instructional Procedure: The instrument
in charge of managing the complete training procedure is the trainer. It ensures
the model is efficiently optimized by using the given parameters and controlling
the training cycle.

e Query Processing After training, the model can process user inquiries and produce
relevant answers. This entails understanding the input query, using the model to
identify pertinent responses, and providing the result.

 Response Generation Using the trained model, the final step entails producing
answers to user inquiries. This guarantees that users will obtain relevant and reli-
able information regarding their university-related inquiries. The following diagram
illustrates the elements explained and links each phase to the next in the fine-tuning
process (see Figure 3.2) :
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l—. Data Set Collection

Converting To

JSON Form
[

Data Collection

Using Gemini to provide Some
Questions and answers.

y v
I —Y Loading data set

Using Model

We use the Llama-2 Tb-chat
model by calling it from the
Huagging Face platform.

Kaggle Notebook

Figure 3.2: Diagram Explained Fine-tuning Process

e Sample Responses:

To demonstrate the effectiveness of the university chatbot in providing accurate
and informative responses, below are examples of queries along with corresponding

model-generated responses:
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Query 1:

"¢ Ul e wilal dllia Ja "

Response 1:
sl sl (e S L 5 e el
(Work on developing coping mechanisms for stress).
ina e Bliall Lulia S jlga g En
(Find suitable hobbies to take care of your health).
A Al e sl 8 Galdil (e ) aadiiud
(Allocate time for relaxation and personal growth).
a5 ke e
(Work on developing a growth mindset).
Aaalall L8 il dale wiliad g 13

. (These are some general tips for students in university for the Jazairy| lifestyle.)"

3.9 Comparison of Llama-2 Model Answers Using RAG
and Fine-Tuning Techniques

The purpose of this comparison is to evaluate the performance of the Llama-2 model using
two different techniques: Retrieval-Augmented Generation (RAG) and Fine-Tuning. This
analysis aims to assess the accuracy, relevance, completeness, and overall quality of the
model’s responses to student queries.

We conducted this preliminary evaluation by generating a set of representative ques-
tions and comparing the model answers using the two distinct techniques: RAG and
Fine-Tuning.

By comparing the responses generated by these two techniques, we aimed to identify
which method produced more accurate, relevant, complete, and high-quality answers.
This preliminary evaluation provided us with insights into the trengths and weaknesses
of each technique and helped us determine the most effective approach for our chatbot’s
development.

The results of this comparison are presented in the following sections, detailing the
methodology, comparison table, and analysis of findings. Although we could not involve
students in this phase, the insights gained from this preliminary evaluation are valuable
for the continued improvement and refinement of our Kasdi Merbah Ouargla university
chat system.
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3.9.1 Methodology

The comparison was conducted using a set of predefined queries related to university
services and requirements. The responses generated by the Llama-2 model using RAG
and Fine-Tuning were evaluated based on the following criteria:

Accuracy: How correct and precise the answer is.
Relevance: The relevance of the answer to the query.
Completeness: Whether the answer covers all aspects of the query.

Quality: The overall quality of the response.

3.9.2 Results

Below is a table summarizing the comparison of responses from the Llama-2 model using
RAG and Fine-Tuning techniques:

Table 3.3: Comparison Table of Llama-2 Model Answers Using RAG and Fine-Tuning
Techniques.

Ac- Rel-
Fine-Tuning Tech- Com-
uer, RAG Technique Answer 1 ne-iuning 1ee cu- e- o ual-
y q
nique Answer plete-| .
racy | vance ity
ness
1. Computer Sci-
frlo ) Ul - | ence 2. Electrical
w\,db & ”’M = s Engineering 3. Me-
iUl :L;A )9 hanical Enei _ -
al-jami'a): _S (takhassasat C afea ngmejer % = o) &
L N ales C ing 4. Materials 5 £ ks s
e ' . ¢ UW”W) Science and Engi- | & gl = g
Slaaasd) cg)jwbd\) MJ.;.@J‘ J.:A cadal) neering 5. Chem < a'at % o
Sl | claeall ol A ical Ei ir;eerin 6 % % < &c;
iy dole | cidl JLeN) sl Gy | SHEMETB By 22 = 8
. e N e <. | Civil Engineering | & = z <
ik U U I - ° S S
. nvironmen
ad- muwad)d.|, Al slses .(@w\ . . = =
Ws ey dirasa): S Engineering 8. Ge-
! - ‘th_,;\ ? o ological Engineer-
i =0 ing 9. Mathemat-
ics 10. Physics
Sl g ° - o
29 Jo Ml lis el | F § < .
dnslrd o AL e | B LS E S
]
451 the University of Algiers of- V‘L‘:M g o Sl [ < ~= 8 g
- fers dormitories for students. | . SKu sl Lm0 :: %‘ %* =
. ‘e o= o .o— Q
¢l ol s S | £ £ 5
coptedadh OOl
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& 3l phell Ml S

In this situation,
you are asking
about the possi-
bility of working

while studying in

not have the necessary fa-
cilities and amenities to en-
sure a comfortable living en-
vironment, such as clean-
ing services, laundry facili-
ties, and recreational spaces.
Finally, the dormitories may
have strict rules and regula-
tions that can be difficult to
follow, which can be frustrat-
ing for students who value
their freedom and autonomy.

Limited security 7.
Limited amenities
8. Noise and dis-
tractions 9. Lim-
ited storage space

10. Homesickness
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3.9.3 Analysis

e Accuracy Analysis: The Fine-Tuning technique generally provided more accurate
responses, particularly for queries requiring detailed information.

« Relevance Analysis: Both techniques performed well in maintaining relevance to
the queries, with Fine-Tuning slightly ahead due to its tailored responses.

o Completeness Analysis: Fine-Tuning often resulted in more complete answers,
addressing all aspects of the queries more thoroughly than RAG.

e Quality Analysis: Overall, the quality of responses from Fine-Tuning was rated
higher due to its comprehensiveness and detail. o Case Studies: Fine-Tuning

Example Query: il laaddl sl

RAG Answer:» 488 )5 dads 3 il Slbaadd |
Answer: The specializations of the Master’s ...

In this example, the Fine-Tuning technique provided a more detailed and specific
answer, which was rated higher in terms of completeness and quality.

3.9.4 Discussion of Findings

The Fine-Tuning technique generally provided more accurate and complete answers, likely
due to its ability to learn specific patterns and details from the training data. RAG, while
faster, sometimes lacked the depth and specificity required for more complex queries.

3.9.5 Conclusions and Recommendations

In conclusion, Fine-Tuning demonstrated superior performance in terms of accuracy and
completeness. For future improvements, we recommend further optimizing the Fine-
Tuning process and conducting more extensive user testing to refine the chatbot’s capa-
bilities.

3.10 Validation Description

In our validation of the university chat, our initial plan was to introduce the chat system
to students and assess its effectiveness by collecting their questions and analyzing the cor-
responding answers provided by the chat. This would have allowed us to gather valuable
feedback from real users and evaluate the chat’s performance in a practical, real-world
setting. However, due to time constraints, we were unable to carry out this comprehensive
evaluation with the students.
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3.11 Challenges

e Resource Management: Training a large model like LLaMA 2 requires significant
computational resources, so Google Colab was used to leverage GPUs.

e Obtaining sufficient data: The challenge: the available data was not sufficient to
train an accurate and robust model.

o Answering in Arabic: Most available models are primarily trained on English texts,
limiting their ability to handle Arabic texts effectively.

o Integration with Existing Systems: The challenge: integrating the chatbot with the
university’s existing systems.

e Model Testing and Improvement: The challenge: ensuring that the model provides
accurate and useful answers. Issues such as providing inaccurate or unexpected
answers may arise.

3.12 Conclusion

In this chapter, we explored the complex design and development of a chatbot specifi-
cally tailored to meet the diverse needs of students in the university environment. We
find that the prototype we developed showed somewhat acceptable results in meeting stu-
dents’ needs and interacting with them effectively. However, there is considerable room
for improvement by adopting new training strategies, enhancing the models used, and ex-
panding the knowledge base it relies on. This will take time. Additionally, the chatbot’s
performance can be improved by enhancing its integration with other university systems,
which will contribute to providing more comprehensive and accurate services.
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General Conclusion

Thanks to advancements in NLP and Al , chatbots are now capable of providing smooth
and effective interactive experiences, thereby enhancing the educational process and sup-
porting students in innovative ways. By exploring various aspects of NLP, we have found
that these technologies aid in understanding, analyzing, and generating human language,
allowing chatbots to interact more effectively and accurately with users.

We also examined LLMs, which represent some of the most advanced technologies
in Al and NLP. These models enable chatbots to understand texts with a high level of
accuracy and generate natural responses, as seen with Llama 2. We covered an overview
of chatbots, their evolution, characteristics, design principles, architecture, tools used in
their development, and the challenges they face.

In this project, we focused on enhancing the user experience by designing a chat-
bot based on RAG and Fine-Tuning techniques. These techniques allowed the chatbot
to provide accurate and immediate responses while maintaining privacy and adapting
to changing data. This dynamic approach ensures the chatbot remains up-to-date and
effective, contributing to a better educational experience for students.

We hope this thesis has provided valuable insights and a deep understanding of NLP
and Al technologies and their crucial role in developing university chatbots. We look
forward to this chatbot being a starting point for further development and innovation in
this field, ultimately contributing to a better and more integrated educational experience
for students in the future.
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