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Abstract

The manufacturing industry is undergoing a technical revolution thanks to advanced develop-
ments in deep learning (DL) techniques. This study makes an important contribution to the
field of automatic defect detection by applying CNNs, focusing on the YOLOv8 and YOLOV9
models.

These two models were designed and trained on a custom dataset of PCB images with the
aim of detecting defects with high accuracy and efficiency. The results showed significant
superiority of both models over traditional methods in the defect detection task. Moreover,
the use of “transfer learning” technology has proven to be very effective in accelerating the
training process and significantly improving the performance of the two models while relying
on a smaller amount of training data.

Through the experiments that we conducted, we recorded a difference in the results obtained
for the two models according to the standards. In terms of accuracy, they achieve approximately
the same percentage, but in terms of the time taken for training and classification, the YOLOvV8
model is better than YOLOV9. As for recall, the YOLOV9 model is better than YOLOVS. In
each case, the criterion must be determined. The appropriate trial will determine which of the
two models is most effective for detecting defects and practical assistance in manufacturing.

CNNs, especially YOLOv8 and YOLOVY, have been able to achieve high accuracy in de-
tecting PCB defects.

The use of transfer learning also contributed to accelerating the training process and im-

proving the performance of the two models.

Keywords:

Deep Learning, CNN, Transfer Learning, YOLOvS, YOLOV9, Defect Detection in Manufac-
turing, PCB



1A%

—

Gaanl) aladll iyl 8 dadiiall ) glail) Jiindy 40085 5 ) S ariatll Jlaa agady
Oe sadl e (Al CatCl Jlaa 8 Aala daaliu 4l ) 038 2085 (DL)

.YOLOVY 5 YOLOV8 ;23541 (sle 38 5ill aa «CNN Sl udai JMA

Ao 3ei€ By oyl 0 a2 Ciogs (PCB) <0 soeie il

Al L) e cnd saill SIS U pala U 55 Ll i i) il <yl
sl e RSl daga

Llae ay pudt A5 pa€ Allad " Jailly aladll® A aladiiad il (ly e 3 Mo
by LaS e saie V) pa basale JS0 (pad saill elaf Cppant y il
(8 Ay

Ot saill Lgle Juasiall il ool Wlas L L 3l o jladl) JDA (e
saall Auali (pe Ll Ly 35 Al puds lSEay 4840 4als (pad el cas

e leYOLOVY (0 (sl YOLOVS 73 gaté ciioaill 5y paill 43 jatasall
Sl 3023 S e YOLOV8 (3o (weal YOLOV 3 said elexinyl daals
oe allll Adled Jeadll g O salll Gl sany A1 ga &y yaall Gl
atialll Jlae A dleall Baelisall g o ganl)

(b Adle 4 385 (5e (YOLOVO 5 YOLOVS duslis 5 (CNN iSadi ci€as
(PCB) LSl samiia Jusdll S G gee e S)

ool ddee a3 508 & "Transfer Learning "Jaill alaill aladin) aalu LS
ol saill glal sy

<YOLOVS <Transfer Learning «CNN ¢Gsaxll alaill 14 alisall el
PCB ¢ ginaill (4 gl (e SN cYOLOVI



Resumé

L’industrie manufacturiére connait une révolution technique grace aux développements avancés
des techniques d’apprentissage profond (DL). Cette étude apporte une contribution importante
au domaine de la détection automatique de défauts en appliquant des CNN, en se concentrant
sur les modeles YOLOvVS et YOLOV9. Ces deux modéles ont €té congus et entrainés sur un
ensemble de données personnalisé d’images de PCB dans le but de détecter les défauts avec
une grande précision et efficacité. Les résultats ont montré une supériorité significative des
deux modeles par rapport aux méthodes traditionnelles dans la tache de détection des défauts.
De plus, I’utilisation de la technologie « d’apprentissage par transfert » s’est avérée tres efficace
pour accélérer le processus de formation et améliorer considérablement les performances des
deux mode¢les tout en s’appuyant sur une plus petite quantité¢ de données de formation. A travers
les expériences que nous avons menées, nous avons enregistré une différence dans les résultats
obtenus pour les deux modeles selon les normes. En termes de précision, ils atteignent a peu pres
le méme pourcentage, mais en termes de temps nécessaire a la formation et a la classification,
le modéle YOLOVS est meilleur que YOLOV9, et en termes de rappel, le modéle YOLOV9
est meilleur que YOLOVS. Dans chaque cas, le critére doit étre déterminé. L’essai approprié
déterminera lequel des deux modeles est le plus efficace pour détecter les défauts et fournir
une assistance pratique a la fabrication. Les CNN, en particulier YOLOvS8 et YOLOV9, ont
réussi a atteindre une grande précision dans la détection des défauts des PCB. Le recours a
I’apprentissage par transfert a également contribué a accélérer le processus de formation et a
améliorer les performances des deux modeles.

Mots clés : Deep Learning, CNN, Transfer Learning, YOLOvVS, YOLOV9, Détection de
défauts dans la fabrication, PCB.
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Chapter 1

General Introduction

1.1 Introduction

1.1.1 Background and Motivation

Within a manufacturing plant, manufacturing defect detection refers to the systems and pro-
cesses in place to prevent defective items from reaching customers.

In most cases, defect detection is accomplished through a visual defect inspection—in-line
or end-of-line. Quality-assurance staff are simply questioning if the product coming off the
production line meets all criteria.

Quality control is critical in any manufacturing organization. If you work in manufacturing,
you already know that the lower your defect rate, the better. Furthermore, identifying difficulties
early in the process allows you to save more time and money.

Most manufacturing organizations are built around a dedication to creating high-quality
products. It’s easy to understand why. You have a reputation to preserve, yet in some businesses,
poor quality standards can cause harm or even death.

Anything you can do to lower the price will boost your margins. One of the most effective
methods available today is to improve the effectiveness of fault identification in production.

Defect detection can save money by reducing wastage of raw materials, protecting your rep-
utation, and avoiding fines or recalls. Manufacturers are searching for a competitive advantage
wherever they can find one, and smarter manufacturing defect detection is simpler than you

may believe.

1.1.2 Problem

Addressing manufacturing defects involves numerous challenges. Acquiring accurate and com-
prehensive data regarding defects can be difficult, especially for subtle or rare issues. Classi-
fying defects accurately can be complicated by the diversity of defects and the similarity of
some defects to normal variations. Moreover, detecting defects in real-time during production
requires rapid and reliable analysis methods. Variability in manufacturing processes, such as
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changes in materials or environmental conditions, can also pose challenges to defect detection.
Additionally, integrating defect detection systems into existing production lines and quality
control processes may require significant adjustments. Balancing the costs of implementing
defect detection systems with the potential savings from reduced defects is another crucial con-

sideration for manufacturers.

1.1.3 Solution

Inaccurate product categorization is an important aspect of quality control in manufacturing.
This job is currently being addressed using a variety of ways. Defective product categorization
systems must meet stringent criteria, including real-time accuracy and robust performance in
noisy environments such as factories. As machine learning and vision systems improve, feature-
based defect classification algorithms such as artificial neural networks (ANN), Bayesian net-
work classifiers, and support vector machines (SVM) are being studied and applied to identify
defective products [2, 3].In real-world factories, feature-based classification systems may be af-
fected by noise, including illumination variations and shadows in pictures. Furthermore, some
organizations produce a wide range of things across multiple product lines, making feature-
based approaches ineffective.Deep learning techniques have made significant advances in com-
puter vision applications such as object recognition, image categorization, and object identifica-
tion. These achievements hold substantial promise for usage in production [4, 5]. A multitask
CNN is used to identify wire defect regions and categorize damaged products [6, 7]. CNNs
have been used for quality inspection of a variety of products, including PCBs [8, 9]., metal
surfaces [10], bottled wine, casting products, semiconductor fabrication, LED cup apertures,
mobile phone screens, display panel cover glass, bearings, optical film, and leather defect.
This project aims to classify defects using a deep learning model (CNN).Convolutional neu-
ral networks (CNNs) provide an appealing approach for directly addressing production flaws in
today’s industrial scene. With their ability to understand complicated patterns and abnormali-
ties from vast data sets, CNNs provide a cutting-edge solution to anomaly identification. CNN
models can detect minor visual cues indicating faults with surprising accuracy after training on
large sets of photos representing defective and defect-free products. Furthermore, CNNs can
interpret data from a variety of sensors and production processes, allowing for real-time mon-
itoring and early detection of any faults before they worsen. Integrating CNN-powered defect
detection systems into production workflows automates quality assurance, reduces the risk of
defective products, and raises product quality standards to new heights, increasing consumer

confidence and loyalty.
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1.2 Thesis structure:

The work is listed as follows: The second chapter presents the experiments conducted by re-
searchers to detect defects using different techniques. . Chapter 3 introduces machine learning,
deep learning, and transfer Learning, CNN architecture and YOLO architecture to improve
model training Some other techniques used to obtain a high learning rate are also explained.
Chapter Four presents the results obtained by training the dataset for PCB defects on YOLOvS
and YOLOV9, and finally, Chapter Five presents a general conclusion.
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Chapter 2

Literature review

2.1 Introduction

This work is intended to study the approach of defective classification done on smart factories
to enhance their level through various deep learning methods. Those are discussed by several
researchers, and a few are discussed below.

2.2 Related Work

Alexey N. Beskopylny et al.[11] proposed an intelligent algorithm based on convolutional neu-
ral network (CNN) to detect and classify defects in facing brick specimens. The algorithm uses
YOLOv5s CNN, which is known for its accuracy and speed in object detection. It involves
creating a database of images of facing brick specimens, implementing the algorithm, optimiz-
ing it, debugging it, and testing it using CNN. The results showed that the algorithm is able to
detect and classify various defects, such as foreign inclusions, broken corners, cracks, and color
inconsistencies. The model achieves high accuracy in detecting defects with mAP values of 87
and 72. It emphasizes the practical importance of the algorithm in improving the efficiency and
accuracy of visual inspection in the production and construction stages of facing brick materi-
als. In general, it contributes to the development of artificial intelligence methods in the field

of construction and the development of intelligent systems for detecting defects.

Compare Yi-Cheng Huang, Kuo-Chun Hung, and Jun-Chang Lin in detecting defects on
cylindrical metal surfaces.[12]Compare three convolutional neural networks (VGG-16, ResNet-
50, and MobileNet v1) in detecting defects on metal surfaces using Vector learning (TL) ex-
plores the phenomenon of apparent convergence in prediction accuracy followed by divergence
in validation. Accuracy when using TL. They also develop an Automated Machine Learning
(AutoML) model using random search with the underlying layers of the three machine learning
models. In addition, they use AutoKeras to implement AutoML and compare its performance
with TL and the designed AutoML models. It highlights the strengths and weaknesses of each



CHAPTER 2. LITERATURE REVIEW 7

model. VGG-16 has the highest accuracy but requires a large number of parameters and a long
training time. ResNet-50 shows low verification accuracy and fluctuating prediction accuracy.
MobileNet vl has a low level of training and validation accuracy. AutoKeras achieves the
highest levels of accuracy but requires a long training time. An AutoML model built using the
MRV model architecture achieves a final accuracy of 95.5. Overall, the researchers provide
a comprehensive analysis of the different models and their performance in detecting defects
on metal surfaces. They demonstrated the advantages of using TL and AutoML in improving

defect detection and reducing training costs.

Discusses a wire bonding defect detection algorithm called YOLO-CSS for X-ray images[13].
The algorithm is based on an improved version of the YOLOvV8 network and incorporates a fea-
ture extraction module called C2SF, which effectively captures semantic features from different
gradient information. The network also includes a self-adaptive weighted multi-scale feature
fusion module called SMA, which assigns different weights to feature maps of different scales
based on their contribution to the detection results. Additionally, the network utilizes skip con-
nections to maintain the integrity of feature information. The algorithm achieves high detection
accuracy and recall rates, outperforming other mainstream algorithms. Future research direc-
tions include exploring deep-learning-based algorithms for few-shot learning and improving

image preprocessing techniques to enhance defect localization and recognition.

Comprehensively surveyed deep learning methods in anomaly detection Jing Yang, et al[14].
They classify defects in different products and review prevailing techniques and deep learning
methods for defect detection. They summarize and analyze the application of ultrasonic testing,
filtering, deep learning, machine vision, and other techniques in defect detection. They also ex-
amined the functions and characteristics of existing defect detection equipment. The strengths
of deep learning methods in anomaly detection include their ability to learn abstract and basic
features, extract high-level semantic knowledge, and provide accurate and real-time detection.
In addition, these methods allow the detection of small objects and complex backgrounds. How-
ever, there are challenges and weaknesses that need to be addressed, such as the need for more
training data, the complexity of network structures, and the possibility of over-fitting. Overall,
their research provides a comprehensive overview of the state of research in defect detection
technology in complex industrial processes. It highlights the potential of deep learning methods
to improve product quality and reduce production costs. However, they note that more research
is needed in areas such as online defect detection, 3D defect detection, and multilayer shape
detection. They also suggest incorporating different non-destructive defect detection methods

and developing intelligent defect detection equipment.

Huang, W.C. The authors, Cheung and Yi Su, propose a method to detect defects in textile
manufacturing using deep learning techniques. Their research focuses on using deep learning
algorithms, specifically the UNet++ network architecture, to accurately segment defects in his-
tological images. They first describe the dataset used, which includes a self-made dataset of
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textile images with labeled defects, as well as two public datasets, the knitting dataset and the
nanofiber dataset. They then explain the methodology used, which includes training neural net-
work models on labeled datasets, performing defect classification and segmentation using slid-
ing window and UNet++ techniques, and evaluating the performance of the models. Strengths
of the proposed method include high defect detection accuracy rates, reaching 99.55 on the
knitting dataset. The UNet++ network architecture is able to accurately predict fault topogra-
phy, but comes with a slower prediction time compared to other models. Experimental results
showed promising results, especially with regard to recall rates for detecting defects. However,
there are also some weaknesses in the proposed method. Accuracy rates are flawless images
are relatively low, leading to a higher number of false positives. In addition, the dataset size
for some tissue types is limited, which may affect the generalizability of the models. Overall,
the research provides valuable insights into the use of deep learning techniques for automated
defect detection in textile manufacturing. The proposed method shows promising results in im-
proving screening accuracy and reducing costs. However, more research is needed to overcome

the limitations and improve the performance of the models on defect-free images.

In a study by Chen et al.,[15], they used deep learning techniques to enhance defect detection
in an additive manufacturing process. The research used Efficient Net and Mask R-CNN mod-
els for image classification and defect segmentation, respectively. The strengths of the study
include developing a comprehensive system for detecting defects without the need for manual
adjustments and achieving high accuracy rates. However, potential weaknesses may include the
need for further validation in real-world manufacturing settings and exploration of additional
deep learning models to improve performance. Overall, the research presents a promising ap-
proach for enhancing quality control in additive manufacturing processes, with implications for
increasing efficiency and accuracy in defect detection.

The study conducted by Uijlings, J.R.R. et al. introduces a novel approach for defect detec-
tion in printed circuit boards (PCBs) using You-Only-Look-Once Convolutional Neural Net-
works (YOLO CNNs). [8]The method evaluates detection performance based on various crite-
ria such as accuracy, misclassification rate, true positive rate, false positive rate, true negative
rate, precision, and prevalence. The strengths of the proposed approach lie in achieving a high
PCB defect detection accuracy of 98.79, surpassing the performance of other algorithms that
involve complex feature extraction. However, potential weaknesses may include the need for a
large and diverse dataset for robust training and the computational resources required for deep
learning models. Overall, the study highlights the effectiveness of deep learning techniques,
specifically YOLO CNNs, in enhancing the quality inspection process of PCBs, but further

research is warranted to address scalability and generalizability concerns.

In the study conducted by Zhifen Zhang et al., the research focused on weld image deep
learning-based on-line defects detection using Convolutional neural networks for Al alloy in
robotic arc welding. [16]The author employed a CNN classification model with 11 layers to
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identify weld penetration defects in real-time for Al alloy in pulsed GTAW. The method in-
volved data augmentation, noise addition, and image rotation to enhance the CNN dataset, im-
proving classification accuracy by approximately 3.88. Additionally, the deep learning image
features were visualized and analyzed using the Non-zero Pixel (NOP) method, providing a
clear explanation of their physical meaning. Strengths of the study include the innovative ap-
proach of utilizing deep learning techniques for real-time weld defect detection, the incorpora-
tion of data augmentation to enhance model robustness, and the visualization of CNN features
using the NOP method. Furthermore, capturing weld images from different welding condi-
tions contributed to improving the generalization ability of the CNN model. However, some
weaknesses can be identified, such as the challenges faced in obtaining clear vision of the weld-
ing pool under intense arc light exposure and the dynamic changes in arc light intensity during
welding, which may affect the model’s performance. Additionally, the study could benefit from
further exploration of different welding conditions and defect types to enhance the model’s ver-
satility. In general, the research by Zhifen Zhang et al. presents a valuable contribution to the
field of robotic arc welding by demonstrating the potential of CNN-based defect detection in
real-time scenarios. By addressing the challenges and complexities associated with weld defect
detection, the study opens up opportunities for further advancements in automated manufactur-
Ing processes.

2.3 Conclusion

This section goes into several approaches for defect detection in various types of factories, em-
phasizing the findings of numerous studies on machine learning techniques and Convolutional
Neural Networks (CNNs) for product defect detection. Multiple studies have shown that using
CNN s for image processing-based defect detection improves accuracy dramatically. As a result,
focusing on CNNs has been extremely useful in accurately diagnosing damaged products.
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Chapter 3

Methodology

3.1 Introduction

Defect detection in manufacturing using Convolutional Neural Networks (CNN) is a modern
and effective technology used to improve the quality of manufactured products. This technol-
ogy relies on advanced electronic components such as cameras, image processing units, and
powerful computers, in addition to intelligent software to develop and train neural networks.
The process of detecting defects is to take high-resolution images of manufactured products,
then process them using image processing units to improve their quality and convert them into
usable data by the neural network. Next, the data is fed into the neural network, which has been
pre-trained to recognize different types of defects in manufactured products. Thanks to the
ability of neural networks to analyze images with high accuracy, detected defects are classified
according to their type and severity. The classification results are then output to the user, who
can use them to take action to improve production quality and prevent defects from recurring in
the future.In this chapter we introduce CNNs,Where CNN falls under deep learning, as shown
in the figure:

// PIPR) . \\
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Figure 3.1: The relationship between CNN and deep learning and machine learning



12 CHAPTER 3. METHODOLOGY

3.2 Machine learning

Machine learning is the intersection of computer science and statistical approaches. Machine
learning alters or adapts computer operations to improve accuracy. Their correctness is deter-
mined by how well the alterations match the intended results. In other words, machine learning
employs algorithms to extract features from raw data and convert them into a model, which is
then used to make judgments on untested data. Simply said, we want machines to be able to
learn from data and eventually become intelligent enough to learn from experiments in the same
manner that humans do. Machine learning, as well as the integration of pattern recognition and
computer learning theory in artificial intelligence, are constantly evolving. There are two forms
of machine learning: supervised and unsupervised. Both types of learning are predicated on the
idea that learning is based on both prior experience and testing new material. This new infor-
mation looks for similarities between data points that can help us learn. ML is also classified
based on the sort of product generated..[17]

[ MACHINE LEARNING |

Supervised Learning [Unsupervised Learning |
Classification Regression Clustering | Dimentionality Reduction
— Naive Bayes l—Linear Regrassion b— K-Means Clustering = Principal component analysis
—H-Nearest Neighbour — Polynomial Regression = Hierarchical Clustering — Linear discriminant analysis
—Support Vector Machine l— Ridge Regression L— DBSCAN [Density-Based) — Mon-negative matrix factorization
b Dacision Tree f—Lasso Regression — Factor Analysis
[— Random Forest — ElasticNet Regression

— Logistic Regression

Figure 3.2: Type of Machine learning

3.2.1 Supervised learning:

Supervised learning is a machine learning activity that involves learning a function that trans-
lates an input to an output using example input-output pairs. It derives a function from labeled
training data, which consists of a collection of training samples. Supervised machine learning
algorithms are ones that require external assistance. The input dataset is separated into train
and test sets. The train dataset contains an output variable that has to be predicted or classi-
fied. All algorithms derive patterns from the training dataset and use them to predict or classify
the test dataset. The workflow of supervised machine learning algorithms is illustrated in the
figure below. The most popular supervised machine learning algorithms have been discussed
here.[18]



CHAPTER 3. METHODOLOGY 13

Tune

Train Model

Training

- /' Data

Data
Test Evaluate Model
Data

Source
Figure 3.3: Supervised learning Workflow

Production

Decision Tree:

A decision tree is a graph that represents options and results in the form of a tree. The graph’s
nodes represent events or choices, while its edges reflect decision rules or conditions. Each tree
has nodes and branches. Each node represents attributes in a group that will be classed, and

each branch represents a value that the node can take.[18]

Did the guest eat chicken?

Yes No
Non-Veg Did the guest eat mutton?
Yes No
Non-Veg Did the guest eat sea-food?
Yes No
Non-Veg Veg

Figure 3.4: Decision Tree

Support Vector Machine:

Support Vector Machine (SVM) is another popular modern machine learning approach. Support-
vector machines are supervised learning models that use learning techniques to examine data

for classification and regression analysis. In addition to linear classification, SVMs may easily
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do non-linear classification utilizing the kernel approach, which involves implicitly translating
their inputs into high-dimensional feature spaces. It basically creates margins between classes.
The margins are drawn in such a way that the distance between the margin and the classes is

maximal, hence minimizing the classification error.[18]

Class 1 Class 2

Figure 3.5: Support Vector Machine

3.2.2 Unsupervised Learning:

Unsupervised learning is distinguished from supervised learning by the absence of correct an-
swers and a tutor. Algorithms are left to their own devices to uncover and display the fascinating
structure in the data. Unsupervised learning algorithms only learn a few features from the data.
When new data is introduced, it employs previously learnt features to determine the data’s clas-

sification. It’s primarily utilized for clustering and feature reduction.[18]
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Figure 3.6: Unsupervised Learning
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Principal Component Analysis:

principle component analysis is a statistical process that applies an orthogonal transformation to
convert a set of observations of potentially correlated variables into a set of linearly uncorrelated
variables known as principle components. This reduces the dimension of the data, making
computations faster and easier. It is used to describe the variance-covariance structure of a

set of variables using linear combinations. It is commonly used as a dimensionality reduction
approach.[18]
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Figure 3.7: Principal Component Analysis

K-Means Clustering:

K-means is a basic unsupervised learning technique that addresses the well-known clustering
problem. The process employs a straightforward approach to classifying a given data set using
a predetermined number of clusters. The fundamental idea is to create k centers, one for each
cluster. These centers should be located strategically because different locations produce varied
results. So the best option is to arrange them as far apart as possible.[18]
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Figure 3.8: K-Means Clustering

The next step is to associate each point in a given data set with the nearest center. When
no points remain, the first stage is finished, and an early group age is achieved. At this point,

we must recalculate k new centroids to serve as the bary centers of the clusters created in the
preceding step.
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3.3 Neural networks

Neural networks are sophisticated computational models inspired by the human brain’s neural
structure that are used to handle complex data and perform tasks such as pattern recognition,
classification, and regression. These networks are made up of interconnected layers of artifi-
cial neurons that work together to convert input data into meaningful results. Learning from
labeled examples allows neural networks to generalize patterns and make predictions on previ-
ously unseen data, a process known as supervised learning. Neural networks are often used for
tasks such as image and speech recognition, natural language processing, and anomaly detec-
tion. Neural networks adjust their internal parameters through iterative training with algorithms
such as backpropagation to reduce errors and enhance performance on certain tasks.Neural net-
works’ versatility and adaptability make them essential tools in modern artificial intelligence
applications, propelling progress in domains as diverse as healthcare, finance, and autonomous
systems.

"""
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Hidden layer 1

Figure 3.9: A 3-layer neural network with three inputs

3.3.1 Loss Function:

The loss function is an important part of neural network training because it measures model
performance by calculating the difference between expected output and actual ground truth
labels. In supervised learning, when neural networks are trained on labeled data, the loss func-
tion assesses the model’s ability to accurately predict outcomes. By assessing the loss, neural
networks may assess the quality of their predictions and alter their internal parameters using
optimization procedures like backpropagation to eliminate inconsistency. Choosing the right
loss function is critical because it directly influences the network’s capacity to learn and gen-
eralize efficiently. Mean square error is a common form of loss function for regression tasks,

while cross entropy loss is used for classification challenges. Ultimately, the optimum goal of
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neural networks is to minimize the loss function, which improves the model’s prediction skills

and overall performance on a variety of tasks.

3.3.2 Backpropagation

Backpropagation is an important algorithm in the field of neural networks, as it helps to properly
train these complicated models. Backpropagation calculates gradients with respect to network
parameters, allowing for iterative modification of weights and biases to reduce prediction errors.
Backpropagating error signals from the output layer to the input layer allows neural networks
to alter their internal parameters in response to the gradient of the loss function. This process
directs network improvement, allowing for improved predictive accuracy and convergence to-
wards optimal solutions during training. Back propagation is crucial for updating model param-
eters efficiently. It uses the chain rule to calculate gradients layer by layer. This methodological
approach assures that neural networks learn from data, adapt to complex patterns, and increase
performance on a variety of tasks, including image classification, audio recognition, and natural
language processing. Back propagation is fundamental to the success of neural networks be-
cause it allows them to learn from data, generate correct predictions, and generalize efficiently
across domains.

3.4 Deep learning

Before discussing deep learning, it’s important to understand the challenges faced by researchers
with artificial neural networks. Traditional neural networks often reach a performance plateau,
unable to improve despite increasing hidden layers or training data size. Researchers identified
and addressed these limitations, leading to the development of deep neural networks, which
improve accuracy by increasing layers and augmenting training data. Deep neural networks
are categorized into two types: Convolutional Neural Networks (CNNs) and Recursive Neural
Networks (RNNs).

Deep Learning

>

o

Older Learning
Algorithms

Performance

Amount of Data

Figure 3.10: Machine learning VS deep learning
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3.5 convolution nerual netowrks (CNNs)

Convolutional neural networks are one of the types of deep neural networks and are given this
name because they contain convolutional layers. It is often used in the fields of computer vision
and visual image analysis. They are given this name because they use convolutional layers. It
uses the mathematical principle of convolution (convolution). Which refers to the process of
combining two jobs and producing a new job from them.Each convolutional layer is made up
of arrays of neurons known as activation maps or feature maps. These matrices have both width
and height. The depth of this layer is formed by stacking these arrays of neurons. Each of these
matrices is associated with a (filter), also known as a (kernel) or a (mask), which is an array of
(weights) whose height equals its width and whose size must be less than the size of the im-
age matrix entering the network. This filter is applied horizontally and vertically to the picture
matrix’s input, requiring one neuron at each location where the filter stops. The final number
is derived by multiplying the two matrices. The filter matrix and the matrix above it are part
of the image matrix, and the result represents one of the pixels in the feature map matrix. This
filter continues to advance down the picture matrix, eventually reaching the grid, where all of
the matrix’s pixels are tallied. Then comes the candidate’s turn. The second is the associated
matrix. Until the feature map values are formed, the depth of the convolutional layer is calcu-
lated. The training process includes the weights represented by each filter matrix as well as the
bias values. A convolutional neural network is made up of layers, each of which alters the pre-
vious layer’s activations or outputs using a differentiable function. There are other such layers
utilized in CNNs, which will be discussed in subsequent sections; however, the most frequent
building blocks used in most CNN architectures are the convolution layer, pooling layer, and
fully connected layers. These layers are conceptually comparable to feature extractors, dimen-
sional quality reduction layers, and classification layers. The CNN layers are stacked to create

a fully convolutional layer. The following figure shows what we said:

BICYCLE

‘ ~~ INPUT CONYVOLUTION » RELU POOLING CONVOLUTION + RELU  POOLING FLATTEN RuLLY

CONNICTED FOFTMAX
Y Y
HIDDEN LAYERS CLASSIFICATION

Figure 3.11: CNN-architecture
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3.5.1 Convolutional Layer

When images are entered into the computer, they are recognized by converting them into a
three-dimensional matrix (height x width x depth), and the depth here is equal to (3), which
is assigned to each of the main colors.The three red (R), green (G) and blue (B) matrix The
following figure shows these matrices

Figure 3.12: 3D data input

In the figure above, we see three matrices. Each matrix represents one of the three main
colors. Each matrix contains a group of elements with specific values. Each element represents
a point (pixel), as its value represents the amount of illumination for this color that appears when
the image is displayed on the screen. The basis of the work of these networks can be explained
in the following steps:

1 - The image data is entered as it is, i.e. a three-dimensional matrix, and sometimes the
image is in the form of a gray scale with only two dimensions, that is, without converting it to
a vector.

2- Small matrices called filters are constructed with the same dimensions as the input image.
Each matrix has weights that must be trained. These filters are designed to detect the existence
of specific features or characteristics in the original image input data.

3 - The first filter is applied to the image in horizontal and vertical steps until all points are
eliminated. Following each movement, the filter matrix’s dot product matrix is multiplied by the
corresponding part of the image matrix to calculate the value of one point from the first feature
matrix associated with the first filter. The computation process is repeated after each movement
of the filter matrix until the entire image is scanned and therefore values are computed. The first
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characteristic matrix. The second candidate and the second characteristics matrix follow, and

so on for the remaining filters and characteristics matrices for each candidate.

4 - Default values are assigned to the filter elements, which, as previously stated, represent
weights; these values must differ from one filter to the next in order to acquire various features
and characteristics in each matrix of characteristics.

5 - The property matrices as a whole represent input data to the subsequent layer It then
represents the depth of this data.

The following figure shows what we have shown about the convolutional layer:

wln (; -
olo
1
Input image - e
10x10 1
Feature map
Kernel Hidden neuron

Figure 3.13: feature map

Stride:

Stride refers to the amount of displacement the kernel experiences as it moves across the in-
put during convolution. A stride of one signifies that the kernel moves one position at a time,
whereas a stride of two means that the kernel moves two locations with each movement. Stride
has a direct influence on the spatial dimensions of the convolution result. Larger strides can
reduce the dimensionality of the output, whereas smaller strides preserve more spatial informa-
tion. Larger strides minimize computing effort, boosting operational speed, which can have a
direct impact on quality. Figure 3.15 shows a kernel in red traversing the image’s pixel map
with a stride of one.
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Figure 3.14: Example of Stride

Padding

This approach is used to tackle two instances that occasionally exist in CNNs, which are:
1 - As the network’s layers progress, the image size gradually lowers.

2 - The pixels near the edges are only used in the calculations a few times compared to their

counterparts in other regions, reducing the model’s efficiency.

As a result, as a treatment for both scenarios, a frame of pixels with the value (0) is added,
and the width of this frame is determined by the filter size employed, if we want the width and
height of the feature matrices to be identical to the width and height of the input image. As
illustrated in the following figure:

—N Input Image without padding Feature map
Filter
ofojojojofofo]o
Filter

=l alzl=lz=]=] sle]=]=

=l=l=1=1=1=1=l=1=1=

oJojofofofolofo
Inputimage with padding Feature map

Figure 3.15: padding
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ReLLU

The Rectified Linear Unit (ReLU) is a popular nonlinearity used in neural networks, defined
as:

ReLU(x) =max (0, x)

The ReLU function returns the input value if it is positive and 0 otherwise. This simple acti-
vation function has grown in prominence because to its processing economy and ability to solve
the vanishing gradient problem associated with functions such as sigmoid and tanh. In ReLU,
the derivative is one for positive inputs and zero for negative inputs. ReLU has been shown
to increase convergence during training when compared to classic activation functions such
as sigmoid and tanh, particularly in deep neural networks like convolutional neural networks
(CNNSs). Proper weight initialization and learning rate adjustment are critical when employing
ReLU for optimal training and model performance. Variations of ReLU, such as Exponential
Linear Units (ELUs), have also been developed to improve the capabilities of this activation

function in neural network architectures. The following explains this function:

Figure 3.16: RELU

3.5.2 Poling layer

As previously stated, at the convolutional layer, features from the image input to the model
are retrieved and stored in feature matrices. One issue here is that these feature matrices are
sensitive to the positions of the features in the input image. One way for reducing sensitivity
is to minimize the size of the feature matrix, which makes... Feature matrices are stable and
resistant to changes in feature positions in the input image. Pooling is used to reduce groups of
pixels close to one. There are two approaches of implementing pooling:

1- Maximum pooling.

2- Average pooling.

A mask of size (2x2) is applied to the feature map matrix with a step of 2. For the first
technique, pooling maximum is Select the highest value from the four values shown below for
each position of the mask. In the second scenario (average pooling), the average is taken for
those values, as explained in the image below.
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Figure 3.17: polling

This technique is applied to all feature matrices and the results that emerge from them form

a new layer called (pooling layer).

3.5.3 Fully Connected Layers

It is the layer in which there are no feature matrices, as it consists only of neurons and weights
associated with them, as is the case in neural networks of the (ANN) type, and is often used in
the last layers in (CNN) networks.
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Figure 3.18: Fully Connected Layers

3.6 Transfer Learning

Transfer learning is a deep learning technique that trains a CNN rapidly and accurately by im-
porting weights from another CNN rather than starting from scratch. Instead, the weights are
imported from another CNN that was trained on a larger dataset. The weights are imported
from the ImageNet dataset, which is the most frequent source of weights for transfer learning.
Several CNN architectures were trained on the ImageNet dataset and demonstrated remarkable
accuracy. Rather than starting from zero, these weights can be used to categorize an entirely
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different dataset. There are four ways for transfer learning. The first technique is to remove
the original fully connected layer that serves as a classifier, freeze the weights across the whole
network, and use the CNN’s pre-trained layers for feature extraction. Then, add a classifier
layer, such as a fully connected layer, or another machine learning classifier, like a support vec-
tor machine. The second technique is to delete the initial fully connected layer, fine-tune the
weights of the entire network with a low learning rate (LR), and then add a new classifier layer
appropriate for the new task. The third technique is to remove the completely linked layer, fine-
tune only the upper layer while freezing the lower layer, and then install a new classifier layer
designed for the new task. Many researchers believe that the bottom layer simply recognizes
generic features like edges and circles, whereas the upper layer detects more dataset-specific
properties. For this reason, numerous authors suggest fine-tuning the top layer. The fourth op-
tion is to use cutting-edge architectures and start training from scratch. This entails only using
architectures that have been demonstrated to function on a wide range of tough datasets.
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Figure 3.19: The architecture of transfer learning model.

3.7 Some of the concepts and techniques used:

3.7.1 One-hot encoding

It is a data arrangement strategy used to train networks in categorization and make the process
clearer and easier to grasp. This technique converts a portion of the standard output values
(Labels) from the expressions that indicate the class into a vector (Vector) with elements equal
to the number of classes in the training dataset. For example, suppose we had a group of animal
sorts, as shown in the figure below:
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If we want to use (One-hot encoding) technology, it can be as follows:

Animal Label

Dog [10000]
Fox [01000]
Horse [00100]
Eagle (00010]
Squirrel [00001]

Figure 3.21: One-hot encoding

For example, if the image entering the network is (dog), then the (Label) must be the vector
(10000). This technique is used with the named activation function(Softmax activation func-
tion).

3.7.2 Softmax activation function

It is an activation function that is frequently applied after the output layer in deep neural net-
works used in classification. The values generated by the output layer’s neurons, which are in
the form of numbers, are passed into this function, which turns these numbers into a distribution
of probabilities such that the total of these probabilities equals (1), and these probabilities are
stored in a vector. The following diagram explains the requirement.
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Figure 3.22: softmax
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3.7.3 Dropout

It is a technique used in deep neural networks to improve training performance by eliminating
a negative phenomenon known as overfitting, which can occur as a result of incorrect values in
the training data or other factors that will be discussed later. God willing, this procedure will
only work during the training phase, when some cells quit operating. These cells are chosen
at random in the hidden layers, however this strategy is not employed in the prediction and
inference stages because it is unnecessary. The image below illustrates what we stated:

Standard Neural Network After applying dropout

Figure 3.23: droupout

3.7.4 Batch normalization

It is a strategy used in deep neural networks with numerous and complex layers to reduce the ef-
fect of a phenomena known as (Internal Covariate Shift) that occurs during the training process,
resulting in training delay. The output values of the first layer are considered input values for
the second layer, and the output values of the second layer are considered input values for the
third layer, resulting in a significant increase in the standard deviation.This leads to a substantial
divergence in the standard deviation of these values as we advance in the subsequent layers, as
the variation takes an increasing trend as we progress in layers, as the next layer is impacted by
all the layers that preceding it, and this It has a significant impact on the network’s stability and
performance throughout training. This technology processes values by calculating the average
(0) and standard deviation (1). Using this strategy accelerates the training process, resulting
in shorter training times and improved model accuracy. It also reduces the phenomenon of
overfitting.

3.7.5 Gradient descent

It is a multi-dimensional optimization technique that finds the global, not local, minimum value
of the loss function or (Cost function) based on the slope of the function and whether it is in a
declining state, as its value in this case is negative. If it is, we are heading in the correct way.
In the training phase, a positive slope value indicates that we have exceeded the minimal value
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and must return to it. The function’s slope is tested after each training step and after updating
the weights and bias values (Weights & Biases) throughout network training. This algorithm
is one of the famous techniques in the field of machine learning in general and in deep neural

networks in particular. The following figure shows the work of this algorithm:
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Figure 3.24: Gradient descent

The graph represents the relationship between (Cost) and the value of one of the weights in
the network. As the weight value is represented by the blue circles, we started training with a
random value for this weight. After that, the weight value is updated at each training step, and
the training rate is an important factor in the updating process.

There are three types of this technology: 1-Batch Gradient Descent

2-Stochastic Gradient Descent

3-Mini-batch Gradient Descent

We will explain the second type of these types.

3.7.6 Stochastic Gradient Descent(SGD)

The term stochastic refers to a system or process characterized by random probability. As a
result, in the (SGD) system, some samples are selected at random rather than (Data set) for
each (terration).

In this technique, the term (Batch) refers to the total number of samples selected (Data set),
which is then used to determine the gradient or slope for each iteration. In a typical Gradient
Descent algorithm, such as Batch Gradient Descent, the Batch represents the complete dataset.
Although using the complete dataset is really valuable for reaching the threshold in a less arbi-
trary manner, the issue occurs when our datasets become too enormous.

Assume we have a million samples in our dataset. If we use a conventional Gradient Descent
optimization strategy, we will need to use all of the million samples to complete one iteration of
Gradient Descent, and this must be repeated for each iteration until we reach the minimum. As
a result, it becomes quite expensive in terms of performance. This problem is handled using the
(SGD) technique, which uses only one sample, i.e. one batch size (batch size=1), to implement
each iteration.



28 CHAPTER 3. METHODOLOGY

3.7.7 Flatten layers

After finishing the sequence of convolutional layers and before generating the last layer (full
connection layer), all feature matrices are translated into a single vector and linked to the final
layer (output layer), which is of the full connection type. That is, this layer acts as a bridge
between the two sorts of layers.

3.8 Proposed Method:

Figure 3.25 depicts the proposed approach to developing a model for detecting manufacturing
defects. The proposed flowchart illustrates a complete approach to creating a manufacturing
defect detection model. The process starts with image collecting and progresses to data pre-
processing, which includes procedures like data cleaning, cropping, resizing, and annotation.
The pre-processed data is then divided into three datasets: training, validation, and testing, to
validate the model’s generalisability. The training step consists of training and validating the
model with training and validation datasets, respectively. The well-tuned manufacturing de-
fect detection model is then run on the test dataset to observe how it performs on an unknown
dataset. The recall rate, precision rate, and mAP@0.5 of the model are all assessed during the
evaluation phase. This proposed methodology offers a systematic and eftective approach to cre-
ating a manufacturing defect detection model, which has the potential to significantly improve

product quality and efficiency.

[ Image acquisition ]

L 2
—[ Pre-processing phase]i
v \

[ Training dataset J [Testing dataset ]
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Figure 3.25: Flowchart of the proposed method
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3.8.1 YOLOVS:

YOLO (You Only Look Once) is one of the most popular modules for real-time object recog-
nition and picture segmentation, and it is now deemed SOTA State-of-the-Art (as of the end of
2023). YOLO is a convulsional neural network that predicts bounding boxes and class proba-
bilities for an image in a single evaluation.

Despite its unquestionable efficiency, it is crucial to remember that this tool was designed
for a broad range of uses. However, for more particular applications needing higher quality,
speed, and handling of non-standard images, among other scenarios, it is best to understand the
architecture and, if necessary, tailor it to meet the task’s requirements.

Main Blocks:

To understand the structure of YOLO, consider that the algorithm is divided into three main
blocks, and everything occurs within these blocks: Spine, Neck, and Head. The functions of
each block are outlined below.

1-Backbone:

Function: The backbone, also known as the feature extractor, extracts relevant characteristics
from the input. Activities include capturing simple patterns like edges and textures in the ini-
tial layers. - Supports many scales of representation, capturing features at various levels of

abstraction. - Provides a detailed, hierarchical representation of input.

2-Neck:

Function: The neck connects the backbone and the head, executing feature fusion processes
and incorporating contextual information. Essentially, the Neck assembles feature pyramids by
aggregating feature maps obtained by the Backbone; in other words, the Neck gathers feature
maps from various phases of the backbone. Activities include concatenating or fusing infor-
mation of different scales to enable the network to recognize objects of various sizes. - Uses
contextual information to improve detection accuracy by taking into account the overall context
of the scene. - Reduces spatial resolution and dimensionality of resources to speed up process-

ing, however this can impair model quality.

3-Head:

Function: The head is the network’s final component, responsible for producing outputs such as
bounding boxes and confidence scores for object detection. Activities:- Creates bounding boxes
for likely items in the image. - Assigns confidence scores to each bounding box, indicating the
likelihood of an object’s presence. - Sorts the objects in the bounding boxes into their respective
categories.



30 CHAPTER 3. METHODOLOGY

Y Y
C2f, C2fb BottleNeck
Shortcut = TRUE Shortcut = FALSE Shorteut = TRUE

Conv
ax
Conv |
T
—— BottleNeck. BoitleNeck ( \I/ ) o
n n ) .
]  BottleNeck |
sotietiosk Sottetiock Shortcut = FALSE

o N
Detect
{ e .M
e |
pN

Figure 3.26: YOLOVS architecture diagram.

3.8.2 YOLOVY:

Released in April 2024, YOLOVY is an open-source model using the YOLOV9 architecture,
created by Chien-Yao Wang and his team. YOLOV9 introduces techniques like Programmable
Gradient Information (PGI) and Generalized Efficient Layer Aggregation Network (GELAN)
to tackle data loss and computational efficiency issues. These innovations ensure YOLOV9
excels in real-time object detection, setting new benchmarks for precision and speed.

What is YOLOV9?

YOLOV9 supports object detection and image segmentation, achieving higher mAP than YOLOvVS,YOLOvV7,
and YOLOVS on the MS COCO dataset. YOLOV9 introduces PGI and GELAN for enhanced

efficiency and precision in object detection tasks. PGI addresses data loss in deep networks,

retaining crucial features and generating reliable gradients for optimal training. GELAN maxi-

mizes parameter utilization and computational efficacy, making YOLOvV9 adaptable and high-

performing.

(a) Input Image (b) PlainNet (c) ResNet (d) CSPNet (e) GELAN

Figure 3.27: Visualization results of random initial weight output feature maps for different
network architectures[1]

YOLOV9, which focuses on real-time object identification, uses cutting-edge technologies
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like as CSPNet and ELAN, as well as better feature integration techniques, to provide supe-
rior performance across a variety of computer vision tasks. YOLOV9 sets a new standard for
object detection systems by leveraging PGI’s gradient information programming capabilities
and GELAN’s efficient layer aggregation, exceeding existing real-time detectors in terms of
accuracy, speed, and parameter use.

How YOLOV9 Works

YOLOV9 addresses information loss and network efficiency with four key components: The
Information Bottleneck Principle, Reversible Functions, PGI, and GELAN.

Background:

The Information Bottleneck Principle. The Information Bottleneck Principle describes the pro-
cess of information loss as data is transformed within a neural network. This notion, encap-
sulated in the Information Bottleneck equation, measures the reduction in mutual information

between the original and altered data as it moves through the deep network’s layers.
I(X, X)2I(X, fO(X))21(X, go(f0(X))), [1] (3.1

This equation expresses mutual information through transformation functions f and g, with
parameters 0 and ¢, respectively. As data X passes through the layers (fd and g¢) of a deep
neural network, it loses crucial information for accurate predictions. This loss may result in un-
stable gradients and reduce model convergence. Expanding the model can improve data trans-
formation and retain more information. However, this method does not address the problem of
unpredictable gradients in very deep networks. The following section explains how reversible
functions offer a more practical option. YOLOVY solves information bottlenecks by utilizing
reversible functions, PGI, and GELAN.

Reversible Functions

The theoretical remedy to the Information Bottleneck is the Reversible Function. Reversible
functions, when embedded in neural networks, ensure that no information is lost during the data
transformation process. These functions enable the reversal of data transformations, ensuring

that the original input data can be correctly recreated from the network’s outputs.
X = ve(ry(X)-M), [1] (3.2)

In the equation above, r and v represent the forward and reverse transformations, with parame-
ters ¢ and (. Using reversible functions allows networks to retain all input information across

all layers, leading in more consistent gradient computations for model improvement.
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Reversible functions have numerous advantages and represent a departure from the tradi-
tional concept of deep networks, particularly when faced with complicated challenges employ-
ing models that are not naturally built to be deep.

Programmable Gradient Information (PGI)

With the advent of reversible functions, there is a need for a new deep neural network training
method that not only yields consistent gradients for model updates, but also supports shallow
and lightweight neural networks.

Programmable Gradient Information emerges as a solution that combines a primary branch
for inference, an auxiliary reversible branch for precise gradient computation, and multi-level
auxiliary information to effectively address deep supervision challenges while minimizing in-
ference overheads.
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Figure 3.28: Programmable Gradient Information (PGI) Architecture[1]

Examining Programmable Gradient Information within the context of the YOLOV9 archi-
tecture reveals how intricately constructed it is to improve model training and performance. PGI
promotes precise and effective gradient backpropagation by including an additional supervision
node to compensate for the information bottleneck in deep neural networks. PGI is made up of
three pieces, each of which has a different but linked purpose in the model’s design.

e Main Branch: The main branch, which is optimized for inference, makes sure the model
runs smoothly and effectively throughout crucial stages. Designed such that no new parts are
needed for inference, it maintains great performance without adding to the computational load.

e Auxiliary Reversible Branch: The auxiliary branch makes sure that reliable gradients
are generated and makes correct parameter changes easier. By utilizing reversible architecture,
it reduces the information loss that naturally occurs in deep network layers, maintaining and
using all of the data for learning. Because of its flexible design, this branch can be added or
removed with ease, guaranteeing that inference speed is not jeopardized by model complexity
or depth.
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e Multi-Level Auxiliary Information:This method uses specialized networks to incorpo-
rate gradient information from the model’s layers. It solves the difficulty of information loss
in deep supervision models by guaranteeing that the model completely comprehends the data.

This method improves the forecast accuracy for objects of various sizes.

Generalized Efficient Layer Aggregation Network (GELAN)

After PGI was incorporated into YOLOV9, there is an obvious need for an even more sophis-
ticated architecture in order to attain the highest level of accuracy. The Generalized Efficient
Layer Aggregation Network (GELAN) is a useful tool in this situation.

GELAN presents a unique architecture designed to function in tandem with the PGI frame-
work, improving the model’s ability to process and extract insights from data more effectively.
While PGI addresses the problem of maintaining critical data across deep neural networks,
GELAN expands on this foundation by providing an adaptable and productive framework that
can support a variety of computing blocks.
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Figure 3.29: Generalized Efficient Layer Aggregation Network (GELAN)[1]

The best features of ELAN’s speed optimizations during inference and CSPNet’s gradient
route planning are combined in YOLOvV9 by the GELAN. These features are elegantly inte-
grated by this adaptable architecture, enhancing the YOLO family’s renowned real-time infer-
ence capabilities. GELAN is a low-weight framework that prioritizes speedy inference while

maintaining accuracy, hence increasing the computational blocks’ usefulness.

3.9 Conclusion:

In this section, we touched on machine learning techniques and its sections and concluded that
combining CNN technology, machine learning, and transfer learning provides an advanced and
effective solution for detecting defects in manufacturing. By leveraging these advanced tech-
nologies, companies can streamline their quality control processes, enhance product quality,
and ultimately achieve operational excellence.
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Chapter 4

Results and Descussion

4.1 Introduction

Following feature engineering, dataset selection, and model implementation that resulted in a
probability or class output, the metric-based model’s performance was evaluated using ensem-
ble test data. The evaluation of deep learning models is an essential component of every project.

4.2 Data collection

This work was accomplished in the Google Colab program using T4GPU. We stopped training
at 45epoch, upon the expiration of the free period allowed for use in the program. A data set
was used for PCB defects obtained from the Robfllow [19]. It contains 693 images divided into

train test and valid. It contains 6 types of PCB defects are shown in the image below.

issi hole
oy = missing_hole

€ O

DATA SET

spurious_copper

Figure 4.1: Input images with dissimilar defects on PCB: missing hole;spurious copper;open
circuit;mouse bite;short;spur.
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A\ Splitting the data set

. TRAIN TEST VALID
_ ) 485 IMAGE 69 IMAGE 139 IMAGE
missing hole 76 14 25

Figure 4.2: Splitting the dataset.

4.3 Performance Metrics:

Performance metrics are critical tools for determining the accuracy and efficiency of object
detection and classification models. They provide insight into how well a model can identify and
localize items inside images. They also contribute to a better understanding of how the model
handles false positives and negatives. These insights are critical in evaluating and improving the
model’s performance. We’ll look at the various performance measures related with YOLOvV8
and YOLOV9, as well as their importance and interpretation.

Let’s start by discussing some metrics that are not only important to YOLO but are broadly
applicable across different models.

e Intersection over Union (IoU): IoU is a metric that quantifies the overlap between a
predicted bounding box and the ground truth bounding box. It is critical for determining object
localization accuracy.

e Average Precision (AP): AP calculates the area under the precision-recall curve, which
yields a single value that summarizes the model’s precision and recall performance.

e Mean Average Precision (mAP): mAP builds on the concept of AP by determining the
average AP values over various object classes. This is useful in multi-class object identification
scenarios to provide a thorough evaluation of the model’s performance.

e Precision and Recall:Precision is the fraction of genuine positives out of all positive pre-
dictions, evaluating the model’s ability to prevent false positives. Recall, on the other hand,
estimates the proportion of true positives out of all actual positives, indicating the model’s ca-
pacity to recognize all instances of a class.

e F1 Score: The F1 Score is the harmonic mean of precision and recall, which provides
a balanced evaluation of a model’s performance while accounting for both false positives and
false negatives.
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4.4 Results :

Below are the details of the visual output obtained by applying yolov8 and yolov9 to the used
dataset

e F'1 Score Curve :

This curve shows the F1 score at various thresholds. Interpreting this curve can provide insight

into the model’s balance of false positives and false negatives at various levels.

F1-Confidence Curve F1-Confidence Curve

mouse_bite
s : open_circult
I \ short

spur
spuriaus_copper
= all classes 0.94 at 0.383

— spurious_copper
— all classes 0.95 at 0.261

Figure 4.3: F1 Score Curve

e Precision-Recall Curve :

This curve, which is an essential picture for any classification task, depicts the trade-offs be-
tween precision and recall at various threshold levels. It is especially important when dealing
with uneven classes.

Precision-Recall Curve " Precision-Recall Curve
1.0 - 1
: —— missing_hole 0.995 missing_hole 0.995
mouse_bite 0.962 mouse_bite 0,951
open_circuit 0.931 —— open_circuit 0,339
snor 0.972 e short 0.981
08 spur 0.800 . —— spur 0.934
—— Spurisus_copper 0.940 —— spurious_copper 0.977
= all classes 0.950 MAPE0.5 = all classes 0.963 MAPGD.5
06 0.6+
g H
] 2
] g
H H
0.4 0.44
|
|
0.2 M 0.24
0.0 0.0
0.0 0.2 0.4 06 0.8 10 0.0 02 0.4 0.6 0.8 1.0
Recall Recall

Figure 4.4: Precision-Recall Curve

e Precision Curve : A graphical representation of precision values at different thresholds.
This curve helps in understanding how precision varies as the threshold changes.
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Figure 4.5: Precision Curve

e Recall Curve : Similarly, this graph depicts how recall values vary over different thresh-

olds.
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Figure 4.6: Recall Curve

e Confusion Matrix : The confusion matrix shows a detailed picture of the results, includ-

ing the number of true positives, true negatives, false positives, and false negatives for each

class.
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e Validation Batch Labels : These images depict the ground truth labels for distinct batches
from the validation dataset. They provide a clear picture of what the objects are and their

respective locations as per the dataset.
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Figure 4.9: Validation Batch Labels YOLOV9
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e Validation Batch Predictions : Contrasting the label images, these visuals display the
predictions made by the YOLO model for the respective batches. By comparing these to the

label images, you can easily assess how well the model detects and classifies objects visually.
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4.5 Descussion:

By training the data set on yolov9 and yolov8, we obtained results that were displayed above,
and we were able to summarize them in the following Figure:

mAP50 0.95 0.963
Precision 0.968 0.965
Recall 0.911 0.935

deadline 0.667 hours @ 1.830 hours

Figure 4.12: Results

The table provided shows the results of the test we tried. Testing was performed using two
different anomaly detection methods: YOLOv8 and YOLOV9.

The data in the table compares the performance of the YOLOv8 and YOLOvV9 methods
across four benchmarks:

MAPS50: This metric represents the average square accuracy at 50 threshold levels. It refers
to the model’s accuracy in accurately locating objects. YOLOV9 performed significantly better
than YOLOWVS, achieving 0.963 versus 0.95, respectively.

Accuracy: Accuracy represents the ratio of correctly detected objects to the total number of
objects in the image. YOLOV9 performed slightly better than YOLOVS, achieving 0.965 versus
0.968 respectively.

Recall: Recall is the ratio of actually detected objects to the total number of objects in the
image. YOLOVS performed significantly better than YOLOVS, achieving 0.935 versus 0.911
respectively.

Time taken: Time taken represents the time required to complete the object detection pro-
cess, as YOLOVS took a much shorter time than YOLOV9, taking half an hour compared to
YOLOV9, which took approximately two hours.

Overall, YOLOV9 showed better performance than YOLOVS in terms of accuracy and ex-
ecution time. However, YOLOVY9 showed slightly better performance in terms of recall. The
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test parameters of the two models can be modified to improve their performance. If accuracy
and performance are the top priority, YOLOVS is the best choice. If speed is the top priority,
YOLOVS is the best choice.

Model performance also depends on the dataset used for training. Performance metrics test
results may differ if a different data set is used. The speed of the form may also vary depending
on the computer used.

4.6 Conclusion:

Overall, the effectiveness of the deep learning model in identifying PCB defects is highlighted
in this chapter and the importance of careful evaluation in evaluating model performance is em-
phasized. The visualizations and metrics presented in this chapter provide valuable insights into
the model’s capabilities and provide a solid foundation for further research and improvements
in defect detection processes.
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Chapter 5

General Conclusion:

5.1 Conclusion:

In this thesis, we identified convolutional neural networks (CNNs) to detect defects in manu-
facturing. We touched on a range of key areas including the fundamentals of machine learning,
neural networks, deep learning, and specific techniques used within CNNs such as convolutional
layers, pooling layers, and fully connected layers. We also discussed advanced topics such as
transfer learning and presented a proposed method incorporating YOLOV8 and YOLOV9 mod-
els for anomaly detection.

We highlight the effectiveness of CNNs in accurately identifying defects in various man-
ufacturing processes. By taking advantage of high-resolution imaging and advanced neural
network architecture. CNNs enable us to detect and classify defects with high accuracy, thus
enhancing quality control in manufacturing settings.

In this thesis we apply convolutional neural networks (CNNs) to detect defects in man-
ufacturing processes, with a particular focus on identifying PCB defects using deep learning
techniques. The dataset was selected, model implementation, and evaluation using ensemble
test data to evaluate model performance. Visualizations such as precision curves, recall curves,
and confusion matrices were used to analyze the model’s accuracy, recall, and predictive capa-

bilities across different defect classes.

Future trends:

Looking to the future, the field of defect detection in manufacturing using CNNs is poised for
several developments: Hybrid models: Combining CNNs with other Al techniques such as
reinforcement learning and generative adversarial networks (GANSs) can lead to more power-
ful anomaly detection systems. Edge computing: Deploying CNN models on edge devices
can facilitate real-time anomaly detection without relying on central computing resources, thus
reducing latency.

Improved Data Augmentation: Innovative data augmentation techniques will continue to

improve model training, making defect detection systems more adaptable to different manufac-
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turing conditions. Sustainability and Efficiency: Al-based defect detection will play a critical
role in creating more sustainable manufacturing processes by reducing waste and improving
resource efficiency. In conclusion, although significant progress has been made in the use of
CNNss for defect detection in manufacturing, continued research and development are necessary
to overcome current limitations and fully realize the potential of these techniques in industrial
applications.



46 REFERENCES

References

[1] C.-Y. Wang, 1.-H. Yeh, and H.-Y. M. Liao, “Yolov9: Learning what you want to learn
using programmable gradient information,” arXiv preprint arXiv:2402.13616, 2024.

[2] M. P. Samy, S. Foong, G. S. Soh, and K. S. Yeo, “Automatic optical & laser-based defect
detection and classification in brick masonry walls,” in 2016 IEEE Region 10 Conference
(TENCON), pp. 3521-3524, IEEE, 2016.

[3] F. Alenezi, A. Armghan, S. N. Mohanty, R. H. Jhaveri, and P. Tiwari, “Block-greedy and
cnn based underwater image dehazing for novel depth estimation and optimal ambient
light,” Water, vol. 13, no. 23, p. 3470, 2021.

[4] J. Wang, Y. Ma, L. Zhang, R. X. Gao, and D. Wu, “Deep learning for smart manufacturing:
Methods and applications,” Journal of manufacturing systems, vol. 48, pp. 144—156, 2018.

[5] F. S. Alenezi and S. Ganesan, “Geometric-pixel guided single-pass convolution neural
network with graph cut for image dehazing,” IEEE Access, vol. 9, pp. 29380-29391, 2021.

[6] X. Tao, Z. Wang, Z. Zhang, D. Zhang, D. Xu, X. Gong, and L. Zhang, “Wire defect
recognition of spring-wire socket using multitask convolutional neural networks,” IEEE

Transactions on Components, Packaging and Manufacturing Technology, vol. 8, no. 4,
pp. 689698, 2018.

[7] F. Alenezi, “Image dehazing based on pixel guided cnn with pam via graph cut.,” Com-
puters, Materials & Continua, vol. 71, no. 2, 2022.

[8] V. A. Adibhatla, H.-C. Chih, C.-C. Hsu, J. Cheng, M. F. Abbod, and J.-S. Shieh, “De-
fect detection in printed circuit boards using you-only-look-once convolutional neural net-
works,” Electronics, vol. 9, no. 9, p. 1547, 2020.

[9] E. Zhang, B. Li, P. Li, and Y. Chen, “A deep learning based printing defect classification
method with imbalanced samples,” Symmetry, vol. 11, no. 12, p. 1440, 2019.

[10] J.P. Yun, W. C. Shin, G. Koo, M. S. Kim, C. Lee, and S. J. Lee, “Automated defect inspec-
tion system for metal surfaces based on deep learning and data augmentation,” Journal of
Manufacturing Systems, vol. 55, pp. 317-324, 2020.



REFERENCES 47

[11] A. N. Beskopylny, E. M. Shcherban’, S. A. Stel’'makh, L. R. Mailyan, B. Meskhi,
I. Razveeva, A. Kozhakin, D. El’shaeva, N. Beskopylny, and G. Onore, “Discovery and
classification of defects on facing brick specimens using a convolutional neural network,”
Applied Sciences, vol. 13, no. 9, p. 5413, 2023.

[12] Y.-C. Huang, K.-C. Hung, and J.-C. Lin, “Automated machine learning system for defect
detection on cylindrical metal surfaces,” Sensors, vol. 22, no. 24, p. 9783, 2022.

[13] D. Zhan, R. Huang, K. Yi, X. Yang, Z. Shi, R. Lin, J. Lin, and H. Wang, “Convolu-
tional neural network defect detection algorithm for wire bonding x-ray images,” Micro-
machines, vol. 14, no. 9, p. 1737, 2023.

[14] J. Yang, S. Li, Z. Wang, H. Dong, J. Wang, and S. Tang, “Using deep learning to detect
defects in manufacturing: a comprehensive survey and current challenges. materials 13
(24): 5755,” 2020.

[15] H.-Y. Chen, C.-C. Lin, M.-H. Horng, L.-K. Chang, J.-H. Hsu, T.-W. Chang, J.-C. Hung,
R.-M. Lee, and M.-C. Tsai, “Deep learning applied to defect detection in powder spreading
process of magnetic material additive manufacturing,” Materials, vol. 15, no. 16, p. 5662,
2022.

[16] Z. Zhang, G. Wen, and S. Chen, “Weld image deep learning-based on-line defects detec-
tion using convolutional neural networks for al alloy in robotic arc welding,” Journal of
Manufacturing Processes, vol. 45, pp. 208-216, 2019.

[17] 1. Aziz, “Deep learning: an overview of convolutional neural network (cnn),” 2020.

[18] B.Mahesh, “Machine learning algorithms-a review,” International Journal of Science and
Research (IJSR).[Internet], vol. 9, no. 1, pp. 381-386, 2020.

[19] hamid sakat, “Xor dataset.” https://universe.roboflow.com/hamid-sakat/xor,
apr 2022. visited on 2024-06-01.



