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Abstract

Abstract
Time series forecasting is crucial across various domains, particularly when dealing with

multivariate datasets characterized by complex dynamics and intricate interdependencies
among multiple variables. Traditional approaches often employ high-capacity architec-
tures like recurrent neural networks (RNNs) and attention-based models to handle such
complexities. However, recent studies have revealed that simpler, univariate linear models
can sometimes outperform these sophisticated methods on several benchmarks. This re-
search conducts a comprehensive performance analysis of 10 forecasting models, including
transformers, linear models, MLP mixing models, and other deep learning models special-
ized in time series forecasting. The goal is to identify the most suitable model for different
datasets by examining their performance under various conditions and complexities. This
analysis provides valuable insights for practitioners, helping them make informed decisions
about model selection to achieve optimal forecasting accuracy and efficiency for specific
applications. The primary objective is to improve a model TSMixer: An All-MLP Archi-
tecture for Time Series Forecasting, that leverages advanced neural network architectures
to improve predictive performance. We implemented 5 different versions of modifications
to our model including the CNN. This research provides crucial insights into optimizing
deep learning models for time series forecasting. The enhanced TSMixer model signif-
icantly advances multivariate time series forecasting, establishing a solid foundation for
future innovations.

Key words: Multivariate time series, Forecasting, Deep Learning, Convolutional Neu-
ral Networks, Time series mixer, Linear Model, Mixer layer, Multi-layer perceptron layer.
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Abstract

Résumé
La prévision de séries chronologiques est cruciale dans divers domaines, en partic-

ulier lorsqu’il s’agit d’ensembles de données multivariés caractérisés par une dynamique
complexe et des interdépendances complexes entre plusieurs variables. Les approches
traditionnelles utilisent souvent des architectures à haute capacité telles que les réseaux
neuronaux récurrents (RNN) et des modèles basés sur l’attention pour gérer de telles
complexités. Cependant, des études récentes ont révélé que des modèles linéaires univar-
iés plus simples peuvent parfois surpasser ces méthodes sophistiquées sur plusieurs points
de référence. Cette recherche effectue une analyse complète des performances de 10 mod-
èles de prévision, notamment des transformateurs, des modèles linéaires, des modèles de
mélange MLP et d’autres modèles d’apprentissage en profondeur spécialisés dans la prévi-
sion de séries chronologiques. L’objectif est d’identifier le modèle le plus approprié pour
différents ensembles de données en examinant leurs performances dans diverses conditions
et complexités. Cette analyse fournit des informations précieuses aux praticiens, les aidant
à prendre des décisions éclairées concernant la sélection de modèles afin d’obtenir une pré-
cision et une efficacité de prévision optimales pour des applications spécifiques. L’objectif
principal est d’améliorer un modèle TSMixer : une architecture entièrement MLP pour
la prévision de séries chronologiques, qui exploite des architectures de réseaux neuronaux
avancées pour améliorer les performances prédictives. Nous avons implémenté 5 versions
différentes de modifications de notre modèle, y compris le CNN. Cette recherche fournit
des informations cruciales sur l’optimisation des modèles d’apprentissage profond pour la
prévision de séries chronologiques. Le modèle TSMixer amélioré fait progresser consid-
érablement la prévision de séries chronologiques multivariées, établissant ainsi une base
solide pour les innovations futures.

Mots clés: Séries chronologiques multivariées, Prévisions, Deep Learning, Réseaux
de neurones convolutifs, Mélangeur de séries chronologiques, Modèle linéaire, Couche de
mixage, Couche de perceptron multicouche.
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Chapter 1

General Introduction

1.1 Introduction
Artificial Intelligence (AI) has emerged as a transformative force across various domains,
including healthcare, finance, transportation, and especially the energy sector. AI’s so-
phisticated algorithms enable the analysis of vast datasets, identifying intricate patterns
that traditional methods often overlook. This capability is particularly beneficial in de-
mand forecasting, where AI can enhance accuracy and efficiency, thus supporting better
resource management and operational decision-making.

Deep learning, a key component of AI, has demonstrated impressive performance in nu-
merous tasks, including time series forecasting. Models such as recurrent neural networks
(RNNs) and Long Short-Term Memory (LSTM) networks excel at capturing temporal de-
pendencies, making them invaluable for applications like stock market prediction, weather
forecasting, and electricity demand estimation. These models’ ability to automatically
learn features from raw data and capture nonlinear relationships sets them apart from
conventional statistical methods.

The importance of AI-based forecasting systems cannot be overstated, given their po-
tential to revolutionize various sectors by improving predictive accuracy and operational
efficiency. Like electricity forecasting, AI models facilitate the integration of external
variables like weather patterns and economic data, offering a comprehensive view of de-
mand drivers. This integration enables utilities to optimize grid operations dynamically,
enhancing stability, reducing costs, and benefiting consumers.

1



General Introduction

1.2 Problematic
Forecasting future demand is crucial for businesses and organizations to anticipate needs
and ensure a reliable supply of resources. This task becomes more challenging when dealing
with multiple locations or units, each exhibiting unique consumption patterns. Traditional
time series analysis and regression techniques often fall short in these scenarios.

Is there any possible way to improve the results of the TSmixer prediction model, so
that it can achieve better performance?

1.3 Overview on the related techniques
Recent advancements in forecasting have been driven by innovations in machine learning
and deep learning, leading to more accurate and versatile models. Traditional models like
ARIMA, designed for univariate time series, struggle with complex, multi-dimensional
data. In contrast, advanced models such as TSMixer and PatchMixer leverage deep learn-
ing to uncover and utilize complex temporal patterns.

Noteworthy works in electricity forecasting have employed sophisticated models tai-
lored to address the unique challenges of predicting in various industries. These models
demonstrate significant improvements in capturing intricate dependencies and integrating
external factors, leading to more accurate and reliable forecasts.

1.4 Work motivation
1. Limitations of Previous Solutions: Existing models for electricity demand fore-

casting exhibit several limitations. Traditional models often fail to handle complex
datasets with additional features such as social events and weather data. Even ad-
vanced deep learning models, like RNNs and LSTMs, may struggle with issues like
overfitting and capturing long-term dependencies.

2. Motivation for New Approaches: These limitations highlight the need for fur-
ther research to develop more effective forecasting models. The goal is to create
models that can seamlessly integrate complex, multi-dimensional data and improve
resilience to changing conditions. Overcoming these challenges is crucial for advanc-
ing the field of electricity forecasting and enhancing the accuracy and efficiency of
predictive models.

2
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1.5 Work contributions
This research presents significant advancements in the field of deep learning and AI-based
forecasting. The key contributions include:

1. Performance Analysis of the Models by Dataset: The model’s performance was eval-
uated across a range of prediction horizons and datasets.

2. Enhancement performance of tsmixer by :

• Integrating Convolutional Neural Networks (CNNs) to enhance feature extrac-
tion.

These contributions significantly improve the accuracy and robustness of the forecast-
ing model Tsmixer, offering valuable insights and potential applications across various
domains.

1.6 Experimental results
The proposed models were evaluated across multiple datasets and prediction horizons,
demonstrating improved accuracy and efficiency. Our various experiments have continu-
ally enhanced the model’s performance, especially in capturing complex temporal interac-
tions. These results confirm the effectiveness of the proposed improvements in forecasting
development in various industries and highlight the potential for broader applications.

1.7 Thesis Organization
This thesis is organized as follows:

• Chapter 1 Introduction This chapter provides an introduction to the thesis, outlin-
ing the motivation behind the study, the objectives, and the contributions of the
research.

• Chapter 2 Understanding Time Series: From Data to Forecasts lays the founda-
tion for the thesis by providing a comprehensive overview of time-series data and
forecasting methods.

• Chapter 3 Related Work and Performance Analysis, This chapter provides an overview
of time series data, discusses related work in forecasting, and offers an analysis of
forecasting models across different datasets.
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General Introduction

• Chapter 4 Proposed solutions, This chapter presents the core of the thesis, introduc-
ing several innovative approaches to enhance time-series forecasting models. Each
proposed solution is systematically examined to highlight its potential benefits and
contributions to the field

• Chapter 5 Experiments and Results, This chapter presents experimental results eval-
uates the performance of the proposed models, and provides a discussion of each
experiment across the dataset
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Comprehensive Study
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Chapter 2

Understanding Time Series: From
Data to Forecasts

2.1 Introduction
Time series data, like stock prices or weather patterns and electricity consumption, is key
to predicting future trends. This chapter unlocks this potential by exploring time series
data, forecasting techniques, and their applications.

2.2 Time Series
A time series is like a collection of snapshots taken at specific moments. Each snapshot
captures what’s happening at that particular time. There are two main types of time
series:

• Discrete-time: Imagine taking snapshots at regular intervals, like every hour or
every day. This is a discrete-time series. Examples include daily stock prices or
hourly temperature readings.

• Continuous-time: Imagine recording a video instead of taking snapshots. This is
like a continuous-time series, where the observations are captured constantly over
some time. An example might be sensor data monitoring a machine’s temperature
throughout the day, e.g., when T0 = [0, 1][3].

Illustrate the concept with real-world examples from various domains:

1. Finance:Stock prices, interest rates, foreign exchange rates.

2. Weather:Temperature, humidity, precipitation levels (recorded at regular intervals).
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3. Sales:Daily, weekly, or monthly sales figures for a company. For, e.g. : Sales of a
mature

pharmaceutical products generally remain stable without changes in marketing or
manufacturing. Weekly generic drug sales are consistently around 10.4 million units,
showing random variation without clear patterns. Chemical production is monitored
for variables like temperature and purity to meet specifications. Due to the continu-
ous process, output properties often show positive autocorrelation, with values above
or below the average tending to be followed by similar values.

Figure 2.1: Pharmaceutical product sales.[1]

4. Social Media: Number of likes, shares, or posts over time.

5. Healthcare:Patient vital signs recorded at regular intervals.

2.2.1 The key characteristics of time series data

• Regularity: Data points are collected at consistent intervals (Hourly, Daily, etc..),
like hourly stock prices or daily website traffic. This consistent timing allows for
comparisons and trend identification.

• Order: The order of data points is crucial, as it captures temporal relationships.
For instance, temperature readings throughout the day tell a story of how the tem-
perature changes over time, not just its values.
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• Seasonality: Patterns that repeat over specific time intervals.[3] For instance, daily
temperature fluctuations, weekly sales cycles, or annual electricity demand variations
are all examples of seasonality.

• Trends: Long-term upward or downward movements in the data[3]. Analyzing
stock prices might reveal an overall upward trend over the years, despite short-term
fluctuations.

• Stationarity: Statistical properties (mean, variance) remain constant over time
(not always the case)[3]. For example, population growth data would likely show a
non-stationary upward trend.

• Cycle: These are recurring patterns that may not have a fixed frequency. Economic
boom-and-bust cycles or sunspot activity cycles illustrate this concept. Cycles can
be more challenging to predict than regular seasonal patterns[3].

• Irregularity/Noise: Unpredictable, random fluctuations can occur within a time
series. Measurement errors, external events, or inherent randomness in the data
could cause these. Accounting for or filtering out noise can improve the accuracy of
analysis.

Figure 2.2: Some key characteristics of time series data

2.2.2 Objectives of Time Series Analysis

Time series analysis aims to draw inferences from data encountered in various fields like en-
gineering, science, sociology, and economics. The primary steps and objectives include:[3]
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1. Model Setup: Establishing a hypothetical probability model to represent the data.

2. Model Selection: Choosing an appropriate family of models.

3. Parameter Estimation: Estimating the parameters of the model.

4. Goodness of Fit: Checking the model’s fit to the data.

5. Understanding Mechanisms: Using the fitted model to understand the data-
generating process.

6. Model Applications: Utilizing the model for different purposes such as:

• Description: Provide a compact data representation, including trends and
seasonal components.

• Seasonal Adjustment: Removing seasonal components to clarify long-term
trends.

• Noise Filtering: Separating noise from signals.

• Prediction: Forecasting future values of a series.

• Hypothesis Testing: Testing hypotheses, e.g., global warming using temper-
ature data.

• Cross-Prediction: Predicting one series from another, such as sales from
advertising data.

• Control: Adjusting parameters to control future values.

• Simulation Studies: Simulating scenarios, such as estimating the probability
of a reservoir running out of water based on modeled inputs.

2.2.3 Challenges in Time Series Analysis

Real-world time series data is messy and presents a unique set of challenges for forecasting
models[4]:

1. Generalizability: Ensuring that the prediction model generalizes well when using
synthetic data generated to preserve temporal dynamics.

2. Data Efficiency: Develop a new and data-efficient descriptive algorithm to aug-
ment data that helps in MTS (Multivariate Time Series) forecasting.

3. Defects in Generative parameters: Identifying and addressing defects associated
with increased MTS in generative settings.
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4. Drawbacks of MTS Augmentation: Identifying and addressing the drawbacks
of time series augmentation in generative settings is essential. This involves under-
standing potential limitations or biases the augmentation process introduces and
mitigating them effectively.

5. Qualitative and Quantitative Analysis of Synthetic Data: Conducting thor-
ough qualitative and quantitative analysis of synthetic MTS data is necessary to
evaluate its suitability for long-term forecasting. This involves assessing the aug-
mented data’s accuracy, reliability, and usefulness.

2.3 Forecasting
A forecast predicts future events, as Niels Bohr once said. Predictions, and educated
guesses about what will happen, are important in fields as diverse as business, economics,
and even medicine. These forecasts come in different forms: short-term (thinking about
day-to-day operations), medium-term (setting next year’s budget), and long-term (overall
strategic planning). To make these predictions, especially over shorter periods, analysts
rely heavily on historical data (time series) and statistical methods to identify patterns
and trends. The trend may be correct in the future. This data can be from daily stock
prices to temperature indices and is essentially a series of observations over time of a
particular variable.[1]

2.3.1 The Forecasting Process:

Forecasting can be visualized as a step-by-step journey, like a recipe. Here’s how it works:

1. Define the problem: What exactly are you trying to predict?

2. Data collection: Collect relevant information to fuel your forecast.

3. Analyze the data: Uncover patterns and trends hidden within the information.

4. Choose the right recipe (model): Select a forecasting method that best suits
your data and problem.

5. Test the recipe (model validation): See how well your chosen method performs
on past data.

6. Put the recipe to use (deployment): Implement the chosen method to make
actual forecasts.
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7. Monitoring forecasting model performance: Track your forecasts’ accuracy
and adjust the recipe if needed.

Figure 2.3: The forecasting process.[1]

2.3.2 Applications of Forecasting

Forecasting is applied in various fields to make informed decisions and strategic plans[1]:

1. Operations Management: Businesses use forecasts to schedule production, man-
age inventories, optimize the supply chain, plan capacity, and determine staffing
needs.

2. Marketing: Forecasting helps assess the effectiveness of advertising, promotions,
and pricing policies, enabling adjustments to meet sales goals.

3. Finance and Risk Management: Investors forecast returns on assets like stocks
and bonds. Financial forecasts aid in risk evaluation, portfolio management, and
pricing derivatives.

4. Economics: Forecasts of economic indicators such as GDP, unemployment, and
inflation guide government policies, budgeting, and strategic business decisions.

5. Industrial Process Control: Production quality forecasts help adjust processes
and ensure optimal operation through feedback and feedforward control schemes.

6. Demography: Population forecasts, including breakdowns by age, gender, and
race, inform government policies and business strategies for product and service
development.

2.4 Conclusion
This chapter has introduced time series data and forecasting, emphasizing their importance
across various fields like finance, weather, sales, and healthcare. Key characteristics of
time series data include regularity, order, seasonality, trends, stationarity, cycles, and
noise. The chapter also covered the objectives and challenges of time series analysis,
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the forecasting process, and its diverse applications. Understanding and applying these
concepts is essential for making accurate predictions and informed decisions.
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Chapter 3

Related Work and Performance
Analysis

3.1 Introduction
Time series forecasting is crucial in various fields, involving the prediction of future trends
based on sequential data points. High-quality datasets, such as the ETT (Electricity
Transformer Temperature), Electricity, Traffic, and Weather datasets, are essential for
accurate forecasting. These datasets capture fundamental dynamics, enabling the study
of complex temporal patterns and informing decision-making processes.

3.2 Dataset
Time series forecasting is a vital task across many fields, including forecasting sequen-
tial data points to anticipate future trends and behaviors. Central to this endeavor is
the availability of high-quality datasets that capture the fundamental dynamics of the
phenomena under study. One dataset of interest in forecasting is ETT (Electricity Trans-
former Temperature), Electricity, Traffic, and Weather, which provide insight into time
series forecasting.

3.2.1 ETT (Electricity Transformer Temperature):

Electricity distribution in different areas depends on sequential usage, varying depend-
ing on factors such as the day of the week, holidays, season, weather, and temperature.
Predicting future demand for a particular region is difficult due to these fluctuations. Cur-
rently, there is no method capable of making long-term forecasts based on rich real-world
data with high accuracy. Inaccurate forecasts can damage power transformers, causing
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managers to make decisions based on empirical estimates that are often much higher than
actual demand. This leads to wasted electricity and unnecessary equipment depreciation.
However, oil temperature can reflect the condition of the power transformer. Predicting
the safe operating temperature of transformer oil is an effective strategy to avoid unnec-
essary waste. To solve this problem, a practical platform was created, collecting data for
two years to predict the oil temperature of power transformers and study their extreme
load capacity[5].

ETT-small Dataset

Two years of data were collected, with each data point recorded every minute (denoted
"m"), in two regions of a province in China, labeled ETT-small-m1 and ETT-small-m2.
Each dataset contains 70,080 data points (2 years × 365 days × 24 hours × 4 data
points per hour). Additionally, hourly-level variants are provided for faster development
(denoted by “h”), i.e., ETT-small-h1 and ETT-small-h2. Each data point includes 8
characteristics, including date, “oil temperature” predicted value, and 6 different types of
external electrical load characteristics[6].

Table 3.1: Description for each column

Field date HUFL HULL MUFL MULL LUFL LULL OT
Description The

recorded
date

High
UseFul
Load

High
UseLess
Load

Middle
UseFul
Load

Middle
UseLess
Load

Low
UseFul
Load

Low
UseLess
Load

Oil
Temperature
(target)

Below is a summary of statistics for various versions of the ETT (Electricity Trans-
former Temperature) dataset. This table provides key insights into the data time index,
granularity, number of data columns, data types, memory usage, standard deviation, and
mean for each version of the dataset.

Table 3.2: Statistics of ETT datasets.

ETTh1 ETTh2 ETTm1 ETTm2
Data time index 17,420 17,420 699,680 699,680
Granularity 1 hour 1 hour 15 minutes 15 minutes
Data columns (features) 7 7 7 7
dtypes Float64(7) Float64(7) Float64(7) Float64(7)
memory usage 1.1 MB 1.1 MB 4.3 MB 4.3 MB
Std 6.5329 19.6167 6.5341 19.6287
Mean 4.5781 16.9976 4.5936 17.0099
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3.2.2 Weather Dataset

The Weather dataset documented by Olaf Kolle from the Max-Planck-Institute for Bio-
geochemistry is a valuable resource for environmental and climatic research. This dataset,
collected from a weather station located on top of the Institute building, is integral for
understanding atmospheric conditions and their impact on biogeochemical cycles and their
impacts on different domains such as agriculture, energy management, and environmental
monitoring.

The documentation[2], dated 12 August 2008, provides detailed insights into the setup
and data collection processes of this weather station.

Table 3.3: Variables, their symbols, and units of the Dataset weather[2].

Symbol Unit Variable
Date Time DD.MM.YYYY HH:MM (MEZ) Date and time of data record (end)
P mbar air pressure
T ◦C air temperature
Tpot K potential temperature
Tdew ◦C dew point temperature
rh % relative humidity
VPmax mbar saturation water vapor pressure
VPact mbar actual water vapor pressure
VPdef mbar water vapor pressure deficit
sh g kg−1 specific humidity
H2OC mmol mol−1 water vapor concentration
rho g m−3 air density
wv m s−1 wind velocity
max. wv m s−1 maximum wind velocity
wd ◦ wind direction
rain mm precipitation
raining s duration of precipitation
SWDR W m−2 short wave downward radiation
PAR µmol m−2 s−1 photosynthetically active radiation
max. PAR µmol m−2 s−1 maximum photosynthetically active radiation
Tlog ◦C internal logger temperature
CO2 ppm CO2-concentration of ambient air

The following table provides statistics summarizing the Weather dataset. This dataset
includes a comprehensive range of weather-related features recorded at a granularity of 10
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minutes. It offers insights into various aspects.

Table 3.4: Statistics of Weather dataset.

Weather
Data time index 52,696
Granularity 10minutes
Data columns (features) 21
dtypes Float64(21)
memory usage 8.8 MB
Std 368.2373
Mean 188.8933

3.2.3 Electricity dataset

The dataset consists of electricity usage data in kW recorded every 15 minutes for 321
clients. We aggregate blocks of 4 columns to reflect hourly consumption, resulting in 26,304
hourly measurements. The coefficient of variation for the electricity data is 60,341[7].

The dataset is complete with no missing values. Each column corresponds to a client;
for those who joined after 2011, their consumption before joining is recorded as zero. All
timestamps are in Portuguese time. Each day includes 96 measurements (24 hours * 4
measurements per hour). On the March time change day, which has only 23 hours, the
values between 1:00 am and 2:00 am are set to zero for all clients. On the October time
change day, which has 25 hours, the values between 1:00 am and 2:00 am aggregate the
consumption of both hours[8].

Table 3.5: Statistics of Electricity dataset.

Electricity
Data time index 26304
Granularity 1 hour
Data columns (features) 321
dtypes Float64(321)
memory usage 64.6 MB
Std 15027.5701
Mean 2538.7916
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3.2.4 Traffic dataset

Traffic comprises hourly data spanning 48 months (2015-2016) sourced from the California
Department of Transportation. This dataset delineates road occupancy rates, ranging
between 0 and 1, as observed by various sensors installed along the freeways in the San
Francisco Bay area[9].

Table 3.6: Statistics of Traffic dataset.

Traffic
Data time index 17,544
Granularity 1 hour
Data columns (features) 862
dtypes Float64(862)
memory usage 115.5 MB
Std 0.05403
Mean 0.05671

3.3 Data Preprocessing
Data preprocessing is a crucial step in any machine learning or deep learning pipeline.
It involves transforming raw data into a format that is suitable for training models. In
this section, we describe the various steps involved in preprocessing time-series data for
various tasks it’s involve as follow:

1. Data Reading and Initialization: define a set of classes to handle different types
of datasets, indicating the granularity of time intervals (e.g., hourly or minutely).

2. Data Loading: The dataset is loaded from a CSV file located at a specified
root path. This file typically contains timestamped data along with other relevant
features.

3. Data Scaling: Standard scaling is applied to the dataset if specified by the scale
parameter. This preprocessing step ensures that all features have a mean of 0 and a
standard deviation of 1, which helps in training machine learning models effectively.

4. Temporal Encoding: Depending on the chosen encoding method (timeenc), tem-
poral features such as month, day, weekday, hour, and minute are extracted from the
timestamp data. This encoding converts temporal information into a format that
can be understood by machine learning algorithms.
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5. Sequence Generation: Sequences are generated for both input and output data,
along with corresponding temporal marks. The sequence length (seq-len), label
length (label-len), and prediction length (pred-len) are specified to define the length
of sequences.

6. Data Splitting: The dataset is split into training, validation, and test sets based
on specified proportions. This splitting ensures that the model is trained on a
portion of the data, validated on another portion to tune hyperparameters, and
finally evaluated on a separate portion to assess its performance.

7. Inverse Transformation (Optional): An inverse transformation is provided to
revert scaled data back to its original scale if needed. This step is useful when
predictions made by the model need to be interpreted in the original data space.

3.4 The different types of forecasting models

3.4.1 MLP-Mixer models

Recent research has shown a renewed interest in using multi-layer perceptrons (MLPs)
for various tasks[10][11][12], including image analysis and time series forecasting. In im-
age analysis, one approach involves arranging images through rearrangements, allowing
the model to learn relationships between different image parts (patches) without relying
on the complex self-attention mechanisms in Transformers. This method, called MLP-
Mixer, achieves performance comparable to Convolutional Neural Networks (CNNs) and
Transformers. Building on this concept, gMLP incorporates a special Spatial Gating Unit
(SGU) within the MLP-Mixer architecture, while ResMLP introduces residual connections
to improve the model’s capabilities.

Regarding time series forecasting, MLP mixers have also shown promise. TSMixer
(Time Series Mixer) is a model that leverages MLPs to capture complex relationships
within time series data. Introduced in the paper "TSMixer: An All-MLP Architec-
ture for Time Series Forecasting", TSMixer[13] breaks down the data into segments
and utilizes MLPs to perform mixing operations. These operations capture information
exchange between different time steps and features, allowing TSMixer to handle complex
dynamics effectively. "TSMixer: Lightweight MLP-Mixer Model for Multivariate
Time Series Forecasting" remains the primary research focusing on applying MLP mix-
ers to this specific domain. This model[14], introduced in the paper, demonstrates that
MLPs can achieve competitive results in multivariate time series forecasting compared to
traditional methods like RNNs or attention-based models.
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It’s important to note that MLP mixers aren’t the only innovative architecture for
time series forecasting. PatchMixer is another approach that utilizes a convolutional
neural network (CNN) architecture focusing on ”patch-mixing.” This method involves
segmenting the data into temporal patches and employing a novel technique to integrate
information within and between these patches. PatchMixer, described in the paper[15], is
particularly efficient for long-term forecasting tasks.

3.4.2 Transformer-based time series models

The remarkable success of Transformers in natural language processing (NLP) has inspired
researchers to explore their application in time series analysis. However, a significant
challenge arises - standard Transformers struggle with the much longer sequences typical
of time series data. This limitation stems from their inherent computational complexity,
which grows dramatically with sequence length[14].

To address this bottleneck, researchers have proposed several time series-specific Trans-
former models. These models share the core Transformer architecture but introduce mod-
ifications to the critical attention mechanism. These modifications aim to achieve signif-
icantly faster processing while maintaining forecasting accuracy, allowing them to scale
efficiently even for very long time series.

These time series-specific Transformer models can be broadly categorized based on
their approach to tackling the long sequence challenge:

• Modified Attention Mechanisms: Several models, including Informer[6], FEDformer[16],
and Triformer[17], focus on modifying the standard self-attention mechanism within
the Transformer. These modifications aim to make the attention mechanism more
efficient by strategically focusing on relevant parts of the time series data. This can
involve techniques like probabilistic pruning (Informer) or introducing frequency-
awareness (FEDformer) to prioritize informative sections of the sequence[18].

• Hierarchical Attention: Another approach, employed by Pyraformer, involves in-
corporating a hierarchical pyramid structure within the self-attention mechanism[19].
This allows the model to capture long-range dependencies at various granularities
within the time series data, improving efficiency and accuracy.

• Segmentation and Attention: Patch TST tackles the long sequence problem
by dividing the time series into smaller segments (patches)[20]. The model then
processes these patches individually before feeding them into the Transformer archi-
tecture. This approach allows the model to capture local dependencies within each
segment while maintaining overall forecasting accuracy.
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• Temporal Fusion: The TFT specifically addresses the challenge of multi-horizon
forecasting, a common task in time series analysis[21]. It achieves this by incorporat-
ing various time-varying inputs, along with past target values, into the forecasting
process. This allows the model to effectively utilize both historical data and known
future information for accurate predictions across multiple horizons.

3.4.3 Deep learning models specialized in time series forecasting

Deep learning has significantly advanced time series forecasting by offering powerful models
capable of capturing complex temporal patterns. Recent breakthroughs in this field have
led to the developing of specialized models tailored to address specific challenges.

N-BEATS, introduced by Boris Oreshkin et al.[22], is a notable contribution in this
domain. This model showcases the superiority of pure deep learning architectures over tra-
ditional statistical approaches, delivering exceptional performance across various datasets.
Moreover, N-BEATS offers interpretable outputs, enhancing its practical utility for real-
world applications.

On the other hand, N-HITS[23], developed by another research team, addresses spe-
cific weaknesses present in N-BEATS. By incorporating innovative techniques such as
multi-rate data sampling and hierarchical interpolation, N-HITS significantly improves the
efficiency and accuracy of forecasting, particularly for hierarchical time series data. To-
gether, these advancements highlight the remarkable progress made in deep learning-based
time series forecasting, offering both improved accuracy and interpretability in forecasting
models.

3.4.4 Linear models in time series forecasting

Linear models such as autoregressive (AR), moving average (MA), and their combination
ARMA/ARIMA have been fundamental in time series analysis. These models effectively
capture linear dependencies and trends, making them ideal for short- to medium-term fore-
casting tasks. Their simplicity facilitates rapid implementation and easy interpretation.
However, recent advancements have introduced more complex models like Transformer
models, as prominent tools to address time series forecasting challenges. These models
are celebrated for capturing complex, nonlinear relationships and long-term dependencies
in data. Despite their potential, these models have increased computational requirements
and often need large datasets for effective training.

The paper “Are Transformers Effective for Time Series Forecasting?” [18] introduces
a new, very simple single-layer linear model (LTSF-Linear) as a robust baseline, which
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surprisingly outperforms transformer-based methods. This work makes several key con-
tributions:

1. It challenges the effectiveness of transformers in forecasting long-term time series,
making it the first work, according to the authors, to critically examine this currently
popular approach. The authors present LTSF-Linear, a suite of simple one-layer
linear models, which supports their argument by outperforming transformer-based
solutions on nine benchmark datasets. This suggests that complex transformer mod-
els may not always be necessary and that LTSF-Linear can serve as a strong baseline
for future research.

2. The paper [18] conducts a comprehensive evaluation of transformer-based solutions.
It explores various aspects including the ability to model long inputs, sensitivity to
the order of data points in a time series, the effect of positional coding and subseries
embedding, and efficiency comparisons. These in-depth studies provide deeper in-
sights into the strengths and weaknesses of transformer models in the context of
time series forecasting, providing valuable guidance for future research and model
development in this area.

3.5 Analyze the Performance of Forecasting Models
1. TFT (Temporal Fusion Transformer) The best results for the TFT[21] model

are obtained with the Electricity and ETTm2 datasets. Regardless of the prediction
length T (ranging from 96 to 720), the Electricity dataset has close convergence in
the results. This performance is attributed to the large feature set (321 columns) and
high standard deviation (15027.57). For the ETTm2 dataset, the best results are
for prediction lengths T = 96 and T = 336. The high standard deviation (19.62) in
ETTm2 contributes to better performance than ETTm1, which has a lower standard
deviation and yields inferior results despite having the same feature size.

2. Informer

The Weather, Electricity, and ETTm2 datasets show the best results for the Informer
model[[6]]. For the Weather dataset, the model is suitable for short forecast lengths
T = 96 and T = 192, with a feature size of 21 columns. This performance surpasses
ETTh1 dataset, which has a higher standard deviation (368.23). For the ETTm2
dataset, the model performs well for short prediction lengths T = 96 and T = 192,
benefitting from the higher standard deviation (19.62) of ETTm2 dataset, outper-
forming ETTm1 dataset. The Electricity dataset shows consistent results across
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different prediction lengths T (ranging from 96 to 720) due to the large feature set
(321 columns) and substantial standard deviation (15027.57).

3. Autoformer

The Autoformer[[24]] model performs well across almost all datasets (ETTh1, ETTh2,
ETTm1, ETTm2, Weather, Electricity) except Traffic. The Traffic dataset’s ineffec-
tiveness is due to its minimal standard deviation (0.054) and mean (0.054), which
hinder accurate predictions. In contrast, other datasets with larger sizes and nu-
merous features positively impact the results, making Autoformer suitable for both
short and long-term forecasting.

4. FEDformer

The FEDformer[[16]] model shows a convergence in results similar to the Auto-
former model. It performs well across almost all datasets except Traffic. The Traffic
dataset’s small standard deviation (0.054) and mean (0.054) do not support accurate
predictions. Other datasets (ETTh1, ETTh2, ETTm1, ETTm2, Weather, Electric-
ity) with larger sizes and more features positively influence the results.

5. Pyraformer

The best results for the Pyraformer[[19]] model are obtained with the Electricity
dataset. Regardless of the prediction length T (ranging from 96 to 720), there is a
close convergence in the results. This performance is driven by the large feature set
(322 columns) and high standard deviation (15027.57). For ETTm1 and ETTm2
datasets, the model is suitable for short forecast lengths T = 96 and T = 192 with a
feature size of 8 columns. ETTm1 has a standard deviation of 6.53, while ETTm2
has a standard deviation of 19.62.

6. Triformer

The best results for the Triformer[[17]] model are seen with the Electricity and
ETTm1 datasets. For the ETTm1 dataset, the model is suitable for short forecast
lengths T = 24 and T = 48 with 7 features and a standard deviation of 6.53. The
Electricity dataset performs well for various prediction lengths T (ranging from 48
to 960) due to the large standard deviation (15027.57).

7. N-BEATS

The N-BEATS model[22] focuses on solving the univariate time series point forecast-
ing problem using a deep neural architecture. N-BEATS exhibited exceptional per-
formance across multiple datasets. The M4 dataset, which includes a 100,000-time
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series, surpassed the competition winner without requiring any specialized compo-
nents or feature engineering. Similarly, for the M3 dataset, consisting of 3,003-time
series, N-BEATS matched or outperformed traditional statistical models like the
Theta method. It also achieved state-of-the-art results on the TOURISM dataset,
significantly improving forecast accuracy over existing methods.

The model’s success is attributed to its ability to handle diverse time series without
needing domain-specific adjustments. It effectively captures complex patterns and
reduces the need for extensive feature engineering, resulting in enhanced accuracy
and efficiency.

8. N-HITS

The N-HITS model[23] (Neural Hierarchical Interpolation for Time Series Forecast-
ing) introduces innovative techniques to address the challenges in long-horizon fore-
casting, and computational complexity.

N-HiTS has demonstrated excellent performance in various forecasting tasks, partic-
ularly excelling in long-horizon forecasting. Its hierarchical interpolation and multi-
rate sampling techniques help maintain accuracy over extended prediction windows.
This is evident in its superior performance on weather datasets with a large number
of features (21) and the ECL dataset, which has 321 features, where it achieves the
best results for long-term forecasting.

Moreover, N-HiTS significantly reduces computational costs compared to N-BEATS
and other state-of-the-art models. This reduction is achieved through its innovative
hierarchical approach and efficient use of computational resources.

9. PATCH TST

The length of the time series is critical for long-term forecasting as it determines the
amount of historical data available for model training. Longer time series provide
more context and historical trends essential for accurate forecasting. In the Weather
dataset, with time series lengths extending up to 52,696 data points and 21 features,
the Patch TST’s[20] model excels by capturing long-term dependencies and patterns
necessary for precise weather predictions over extended periods. This model’s per-
formance demonstrates its ability to effectively utilize extensive historical data for
accurate forecasts.

In contrast, the Electricity dataset, with time series lengths of about 26,304 points
and a large standard deviation, presents a different challenge. Here, the Patch
TST’s ability to capture seasonality and long-term trends is crucial for achieving
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accurate forecasts, allowing it to identify and leverage seasonal patterns and long-
term dependencies effectively.

10. LTSF-Linear

The paper ’s[18] comparative analysis reveals that linear models often match or
surpass the performance of Transformer models across various datasets. This is
especially evident in scenarios where the datasets exhibit high standard deviation,
high dimensionality, and varying lengths, which present significant challenges. Linear
models achieve the best performance for long and short forecast horizons in datasets
such as electricity, weather, ETTh1, ETTh2, ETTm1, and ETTm2.

The simplicity and efficiency of linear models allow them to adapt flexibly to different
data structures, providing reliable forecasts without the complexity and computa-
tional overhead of Transformer models. While Transformer models are theoretically
powerful, their complexity can lead to issues like overfitting and computational in-
efficiencies, which undermine their practical performance in time series forecasting.
Linear models, with their straightforward approach and focus on fundamental pat-
terns and trends, consistently deliver competitive and sometimes superior results,
making them a robust choice for diverse forecasting tasks.

3.6 Conclusion
This chapter has outlined the importance of time series forecasting and highlighted various
high-quality datasets. we detailed the steps in data preprocessing and we discussed differ-
ent forecasting models, including MLP-Mixer, Transformer-based, deep learning models,
and linear models. Analyzing the performance of these models on various datasets demon-
strated their strengths and limitations, emphasizing the significance of selecting the right
model for accurate predictions.

24



Part II

Proposed Solutions

25



Chapter 4

Proposed solutions

4.1 Introduction
This chapter presents a series of innovative approaches to enhance time-series forecasting
models. We explore advanced techniques to improve predictive accuracy and compu-
tational efficiency. Each proposed solution is systematically examined to highlight its
potential benefits and contributions to the field.

4.2 TSMixer Model Overview

4.2.1 Overview

The TS-Mixer model is introduced as a novel approach for time series forecasting, leverag-
ing a multi-layer perceptron (MLP) architecture. It is designed to address the limitations
of complex sequential models like RNNs and Transformers by simplifying the model archi-
tecture while maintaining performance on par with state-of-the-art models. The primary
objective of TS-Mixer is to capture temporal and cross-variate information in multivariate
time series efficiently data[13].

4.2.2 Model Architecture

In the context of multivariate time series forecasting where only historical data is accessi-
ble, TSMixer employs MLPs alternately in time and feature domains. The architecture,
illustrated in Figure 3.1, comprises the following key components:
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Figure 4.1: Model Architecture (TSmixer).

1. Time-Mixing MLP:These MLPs model temporal patterns across time series. Each
consists of a fully connected layer followed by an activation function and dropout.
The input is transposed to apply the fully connected layers along the time domain,
shared by features. where a simple linear model proves effective for learning complex
temporal patterns.

2. Feature-Mixing MLP: These MLPs applied consistently across time steps, incor-
porate covariate information. Like Transformer-based models, they utilize two-layer
MLPs to understand complex feature transformations and capture the interactions
among different features at each time step.

3. Temporal Projection: This component, comparable to the linear models, is a fully
connected layer operating within the time domain. It learns temporal patterns and
reconfigures the time series from the original input length (L) to the target forecast
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length (T), thereby bolstering the model’s ability to capture long-term dependencies
and enhancing forecasting accuracy.

4. Residual connections:Residual connections are incorporated between each time-
mixing and feature-mixing layer. These connections facilitate the learning of deeper
architectures by allowing gradients to flow efficiently through the model. They enable
the model to bypass unnecessary operations, thus enhancing learning efficiency and
model performance.

5. Normalization:Normalization is a critical technique for improving the training of
deep learning models. While the choice between batch normalization and layer nor-
malization depends on the specific task, Nie et al. (2023)[20] highlight the benefits
of batch normalization on common time series datasets. Instead of applying nor-
malization along the feature dimension alone, TSMixer employs 2D normalization
across both time and feature dimensions, accommodating the unique time-mixing
and feature-mixing operations involved.

4.3 Proposed Improvements for TSMixer

4.3.1 Version 1.0: CNN Feature Extraction Before Mixer Layer

To enhance our time-series forecasting model’s temporal pattern recognition and feature
extraction capabilities, we integrated Convolutional Neural Networks (CNNs) introduced
by Keiron O’Shea et al(2015)[25], before the Mixer layer. This setup aims to capture local
patterns and dependencies within the data more effectively, thereby improving the model’s
performance on forecasting tasks.

Figure 4.2: Architecture CNN-TSmixer.

The core architecture of our model is processing input time-series data to extract
features for prediction, Including these crucial building blocks
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1. Convolutional Layer: The CNN layer was implemented to process the input data
sequence by applying convolution along the time axis. This layer detects important
local dependencies and patterns within the data, such as trends and periodicity,
which are critical for accurate forecasting. The parameters used in the CNN layer
are:

• Input channels:The number of input channels (features) of the time-series
data.

• Output channels:The number of output channels, is set to be the same as
the number of input channels to maintain the feature dimensionality.

• kernel size: Set to 3, which specifies the size of the filter that moves along the
sequence to capture local information.

• Padding:Set to 1, to ensure that the output length remains the same as the
input length, preserving the sequence’s temporal structure.

2. TSmixer Layer: Following the CNN layer, we integrate the TSMixer layer, which
has been extensively discussed in Section 4.2. The TSMixer architecture is designed
to facilitate both local and global temporal dependencies and feature interactions.

4.4 Conclusion
In summary, the proposed methodologies demonstrate improvements in time-series fore-
casting accuracy and efficiency. The experiments validate the effectiveness of novel archi-
tectural modifications, paving the way for future advancements in forecasting models.
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Chapter 5

Experimental Results

5.1 Introduction
This chapter explores various experimental setups to evaluate the effectiveness of different
deep-learning models for time series forecasting. It examines datasets with distinct tem-
poral characteristics, detailing hyperparameters for consistent comparisons. Our experi-
ments compare its performance with the original model TSmixer. Results are presented
with performance metrics MSE and MAE across forecast horizons and the effectiveness
and limitations of each modification. The analysis provides insight into how architectural
changes affect forecast accuracy.

5.2 Materials
To evaluate the effectiveness of TSMixer for long-term time series forecasting, we con-
ducted five experiments on Google Colaboratory (Colab). This cloud-based platform
provided a flexible and accessible environment for training and testing various TSMixer
configurations. Colab’s integration with a Tesla T4 GPU significantly accelerated the com-
putational processes. This powerful GPU was essential for handling the demanding tasks
involved in training and evaluating the different TSMixer models we explored throughout
the experiments. We also used GPU L4 and A100 for the dataset electricity to ensure
robust performance across different TSmixer configurations.
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5.3 The Used Hyperparameters

5.3.1 Hyperparameters Used

We trained our five experiments according to the hyperparameters with which the TSMixer
model was trained according to the table below [13]:

Table 5.1: Hyperparameter tuning spaces, best configurations for TSMixer, and our ex-
periments on dataset ETTh1 benchmark.

ETTh1
Search space Learning rate Blocks Dropout Hidden size Heads
Model T 0.01, 0.0001 1, 2, 4, 6, 8 0.1, 0.3, 0.5, 0.7, 0.9 8, 16, 32, 64 4, 8

All models

96 0.0001 6 0.9 512 relu
192 0.001 4 0.9 256 relu
336 0.001 4 0.9 256 relu
720 0.001 2 0.9 64 relu

Table 5.2: Hyperparameter tuning spaces, best configurations for TSMixer, and our ex-
periments on dataset ETTh2 benchmark

ETTh2
Search space Learning rate Blocks Dropout Hidden size Heads
Model T 0.01, 0.0001 1, 2, 4, 6, 8 0.1, 0.3, 0.5, 0.7, 0.9 8, 16, 32, 64 4, 8

All models

96 0.0001 4 0.9 8 relu
192 0.001 1 0.9 8 relu
336 0.0001 1 0.9 16 relu
720 0.0001 2 0.9 64 relu

Table 5.3: Hyperparameter tuning spaces, best configurations for TSMixer, and our ex-
periments on dataset ETTm1 benchmark

ETTm1
Search space Learning rate Blocks Dropout Hidden size Heads
Model T 0.01, 0.0001 1, 2, 4, 6, 8 0.1, 0.3, 0.5, 0.7, 0.9 8, 16, 32, 64 4, 8

All models

96 0.0001 6 0.9 16 relu
192 0.0001 4 0.9 32 relu
336 0.0001 4 0.9 64 relu
720 0.0001 4 0.9 16 relu

31



Chapter 5 : Experimental Results

Table 5.4: Hyperparameter tuning spaces, best configurations for TSMixer, and our ex-
periments on dataset ETTm2 benchmark

ETTm2
Search space Learning rate Blocks Dropout Hidden size Heads
Model T 0.01, 0.0001 1, 2, 4, 6, 8 0.1, 0.3, 0.5, 0.7, 0.9 8, 16, 32, 64 4, 8

All models

96 0.001 8 0.9 256 relu
192 0.0001 1 0.9 256 relu
336 0.0001 8 0.9 512 relu
720 0.0001 8 0.1 256 relu

Table 5.5: Hyperparameter tuning spaces, best configurations for TSMixer, and our ex-
periments on dataset Electricity benchmark

Electricity
Search space Learning rate Blocks Dropout Hidden size Heads
Model T 0.01, 0.0001 1, 2, 4, 6, 8 0.1, 0.3, 0.5, 0.7, 0.9 8, 16, 32, 64 4, 8

All models

96 0.0001 6 0.7 32 relu
192 0.0001 8 0.7 16 relu
336 0.0001 6 0.7 64 relu
720 0.001 6 0.7 64 relu

Table 5.6: Hyperparameter tuning spaces, best configurations for TSMixer, and our ex-
periments on dataset Weather benchmark

Weather
Search space Learning rate Blocks Dropout Hidden size Heads
Model T 0.01, 0.0001 1, 2, 4, 6, 8 0.1, 0.3, 0.5, 0.7, 0.9 8, 16, 32, 64 4, 8

All models

96 0.0001 4 0.3 64 relu
192 0.0001 8 0.7 32 relu
336 0.0001 2 0.7 8 relu
720 0.0001 8 0.7 16 relu

5.3.2 ReLU Activation Function

ReLU is an activation function used in neural networks, introduced with strong biological
and mathematical underpinning. It is widely used to improve the training of deep neural
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Figure 5.1: The Rectified Linear Unit (ReLU) activation function produces 0 as an output
when x < 0, and then produces a linear output with a slope of 1 when x > 0.

networks. the input value itself.[26] The ReLU function works by thresholding the input
values at 0. If the input is less than 0, the output is 0; if the input is greater than or equal
to 0, the output is

5.3.3 GELU Activation Function

Building on ReLU’s success, GELU (Gaussian Error Linear Unit) emerges as a smoother
and more statistically sound activation function for neural networks. It surpasses the
limitations of sigmoid’s slow training and ReLU’s lack of theoretical grounding by in-
corporating a Gaussian distribution, offering a balance of smoothness and the ability to
handle negative values. This paves the way for a potentially better approximation of
complex functions. The Gaussian Error Linear Unit (GELU) is defined as:

GELU(x) = xΦ(x)

where Φ(x) is the standard Gaussian cumulative distribution function.
The formula for the GELU is given as:

GELU(x) = x · 1
2

(
1 + erf

(
x√
2

))

where erf(x) is the Gaussian error function.
GLEU also provides two approximations for faster computation:

GELU(x) ≈ 0.5x

1 + tanh
√ 2

π

(
x + 0.044715x3

)
GELU(x) ≈ xσ(1.702x)

where σ(x) = 1
1+e−x is the sigmoid function.[27]
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Figure 5.2: The GELU (µ = 0, σ = 1), ReLU, and ELU (α = 1).

5.3.4 Loss Function

The loss function is crucial in numerous deep-learning algorithms and is vital for training
and optimizing models. Our approach utilized the Mean Absolute Error (MAE) and Mean
Square Error (MSE).

Mean Absolute Error (MAE)

The Mean Absolute Error is a metric used to measure the average magnitude of the errors
in a set of predictions, without considering their direction. It is the average over the test
sample of the absolute differences between prediction and actual observation where all
individual differences have equal weight.

MAE = 1
n

n∑
i=1

|yi − ŷi| (5.1)

Mean Square Error (MSE)

The Mean Squared Error measures the average of the squares of the errors. It is the
second moment (about the origin) of the error and thus incorporates both the variance of
the estimator and its bias.

MSE = 1
n

n∑
i=1

(yi − ŷi)2 (5.2)

5.3.5 ADAM Optimizer

Adam (short for Adaptive Moment Estimation) is an algorithm for first-order gradient-
based optimization of stochastic objective functions. It is designed to combine the ad-
vantages of two other popular optimization methods: AdaGrad and RMSProp. Adam is
particularly well-suited for problems with large data and parameter spaces, non-stationary
objectives, and noisy or sparse gradients.[28]
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Role of Adam:

• Computes individual adaptive learning rates for different parameters.

• Efficient with little memory requirement.

• Invariant to diagonal rescaling of the gradients.

• Suitable for online and non-stationary settings.

Algorithm Formula:

θt = θt−1 − α · m̂t√
v̂t + ϵ

Where:

m̂t = mt

1 − βt
1

v̂t = vt

1 − βt
2

mt = β1 · mt−1 + (1 − β1) · gt

vt = β2 · vt−1 + (1 − β2) · g2
t

This formula shows how Adam adjusts the learning rates for each parameter based on
the estimates of the first and second moments of the gradients, resulting in a robust and
adaptive optimization process.

5.4 Experimental Results

5.4.1 Discussion of Exp 1:

This experiment added a CNN feature extraction layer to the TSMixer architecture to
improve its ability to capture local patterns in time-series data. However, the original
TSMixer consistently outperformed the CNN-enhanced version across various datasets
and forecasting horizons, especially for simpler datasets with straightforward temporal
patterns. For instance, in the ETTh1 dataset, the original TSMixer had a lower MSE of
0.441 compared to CNN-TSMixer’s 0.713 for a 96-time step forecast.

The CNN-TSMixer showed some advantages in complex datasets like Electricity and
Weather, where it performed better in shorter-term forecasting. For example, in the Elec-
tricity dataset, the CNN-TSMixer achieved an MSE of 0.291 compared to the original’s
0.335 for a 96-time step forecast. However, these benefits were inconsistent across all fore-
casting horizons, and the original TSMixer generally performed better for longer forecasts.
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The additional complexity of CNN layers did not significantly improve performance,
particularly on simpler datasets. This discrepancy suggests that convolutional layers may
not integrate well with the TSMixer architecture. Alternatively, the model may not utilize
these layers effectively, or the layers might introduce noise, negatively impacting perfor-
mance in some cases. The results are shown in the table as follows 5.7:

Models Tsmixer CNN-TSmixer
Metrics T MSE MAE MSE MAE

ETTh1

96 0.441 0.441 0.713 0.565
192 0.436 0.442 0.568 0.517
336 0.506 0.496 1.119 0.727
720 0.525 0.515 0.845 0.683

ETTh2

96 0.331 0.392 0.353 0.391
192 0.357 0.390 0.432 0.440
336 0.342 0.398 0.411 0.452
720 0.402 0.439 0.441 0.476

ETTm1

96 0.392 0.406 0.505 0.475
192 0.340 0.375 0.371 0.400
336 0.383 0.406 0.433 0.442
720 0.505 0.490 0.502 0.489

ETTm2

96 0.179 0.260 0.196 0.279
192 0.231 0.300 0.244 0.312
336 0.320 0.369 0.354 0.390
720 0.416 0.429 0.423 0.434

Electricity

96 0.335 0.416 0.291 0.375
192 0.280 0.387 0.265 0.365
336 0.235 0.345 0.239 0.348
720 0.242 0.342 0.266 0.369

Weather

96 0.227 0.270 0.203 0.257
192 0.263 0.306 0.266 0.306
336 0.276 0.320 0.260 0.296
720 0.341 0.364 0.357 0.370

Table 5.7: Performance comparison of TSmixer with CNN-TSmixer experiments on
various datasets, The bold red is the best results
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Figure 5.3: Seq(96) vs Pred(96) Length
in CNN-TSMIXER: [Electricity]
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Figure 5.4: Seq(336) vs Pred(192)
Length in CNN-TSMIXER: [Electricity]

0 200 400 600 800

2

1

0

1

2

3
GroundTruth
Prediction

Figure 5.5: Seq(512) vs Pred(336)
Length in CNN-TSMIXER: [Electricity]
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Figure 5.6: Seq(720) vs Pred(720)
Length in CNN-TSMIXER: [Electricity]
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Figure 5.7: Seq(96) vs Pred(96) Length
in CNN-TSMIXER: [Weather]
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Figure 5.8: Seq(336) vs Pred(192)
Length in CNN-TSMIXER: [Weather]
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Figure 5.9: Seq(512) vs Pred(336)
Length in CNN-TSMIXER: [Weather]
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Figure 5.10: Seq(720) vs Pred(720)
Length in CNN-TSMIXER: [Weather]

5.5 Conclusion
This chapter explored several architectural modifications to the TSmixer model to enhance
its time series forecasting performance. The key findings of these experiments highlighted
the impact of integrating convolutional technique and adjusting feature mixing strategies.
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General Conclusion

In this thesis, we focused on deep learning (DL) to enhance multi-variate time series
forecasting, which involves unique challenges due to the intricate interdependencies and
varying temporal patterns across multiple time series. Deep learning’s capability to model
complex, non-linear relationships makes it suitable for addressing these challenges. Our
research aimed to evaluate and optimize the performance of DL models, specifically im-
proving the TSMixer architecture.

1. Performance Analysis of the Models by Dataset : pivotal part of our research
involved detailed performance analysis of various models across multiple datasets and
prediction horizons to understand their strengths and limitations.

2. Architectural Enhancements for Improving TSMixer Performance

In conclusion, this thesis has demonstrated significant advancements in multi-variate time
series forecasting through the performance analysis and architectural enhancement of
DL models, particularly the TSMixer. The detailed performance analysis across vari-
ous datasets and prediction horizons highlighted the models’ robustness and versatility.
Future work will focus on refining these architectural enhancements and exploring their
applicability to even broader types of time series data. Additionally, integrating more
advanced optimization techniques and exploring ensemble methods could further enhance
the models’ performance and generalization capabilities.
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