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Résumé

La reconnaissance de l’empreinte palmaire est une méthode biométrique physiologique

utilisée pour reconnâıtre une personne. Elle se compose de diverses caractéristiques

telles que la texture, les statistiques et la géométrie. Ces caractéristiques sont utilisées

séparément ou par la combinaison de deux ou plusieurs caractéristiques pour une recon-

naissance rapide et correcte. Cette technologie est utile dans divers domaines tels que

la sécurité, le contrôle d’accès aux bâtiments, les applications de paiement sécurisé.

Dans cette thèse, nous présentons le système biométrique proposé, où l’apprentissage

profond AlexNet est appliqué au système biométrique de reconnaissance d’empreintes

palmaires. Ainsi, nous nous basons sur 2D-DWT comme méthode de fusion d’images

et expliquons leurs structures. Pour une évaluation plus complète, nous avons mod-

ifié les paramètres et les variables de notre réseau neuronal afin de sélectionner la

meilleure combinaison. Sur la base des résultats, nous avons obtenu d’excellents taux

de précision, qui donnent un aperçu de la performance du système de reconnaissance

proposé.
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Abstract

Palm print recognition is physiological biometric method used for recognition of per-

son. It consists of various features like texture, statistical, geometry features. Which

are used separately or by the combination of two or more features for quick and correct

recognition purpose. This technology is beneficial in various fields such as security,

access control to buildings, secure payment applications.

In this thesis, presents the proposed biometric system, where the deep learning

AlexNet is applied on palm-print recognition biometric system. Thus, we based on

2D-DWT as image fusion method and explain their structures. For more comprehen-

sive evaluation, we changed parameters and variable of our neural network to selected

best combination. Based on the results, excellent accuracy rates war achieved, that

provide an overview of the performance of the proposed recognition system.
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Chapter 1

INTRODUCTION

H
uman identification leads to trust that is essential for the proper functioning of society.

It has been identifying humans based on their face, appearance, or gait for thousands

of years [1]. In the era of technology, biometric authentication is a process for identifying and

giving the permission in the specific system for the real user or object. In this process, mainly

we use three types methodology. One of this based on the knowledge that is password or

PIN, it is widely used last few decades. The second methodology is based on the possession

such as a smart card, badge, document and key. Biometric proofing approach is another one,

which gains more attention nowadays [2].

Biometrics security offers a natural and reliable solution to certain aspects of identity

management by utilizing automated schemes to recognize individuals based on their inherent

anatomical and/or behavioral characteristics. By using biometrics it is possible to establish

an identity based on “Who you are?”, rather than by “What you know or possess?” [3].

Biometrics characteristics are often classed in two main categories [4]:

• Physiological biometrics: Features notably identified through the five senses and

processed by finite calculable differences. Including things like hair and eye color, teeth,

facial features, DNA, fingerprints or hand-prints, etc.

• Behavioral biometrics: Based on the manner in which people conduct themselves,

such as writing style, walking rhythm, typing speed, and so forth.

For these characteristics to be used for sustained identification encryption purposes, they

must be reliable, unique, collectable, convenient, long term, universal, and acceptable. A

primary motivation for using biometrics is to easily and repeatedly recognize an individual.

The supremacy of a biometric is that it doesn’t change. It’s very exhausting to forge or

fake. In some cases, it is next to impossible. Biometric provides a very strong access control

1



Chapter 1. INTRODUCTION 2

security solution satisfying authentication, confidentiality, integrity, and non-repudiation [5].

Biometric is being increasingly used today to carry out person recognition in a large

number of civilian applications (national ID card, e-passport and smart cards). Depending

on the use case and criticality, some systems use biometrics as one of the ways of authenti-

cation, and other systems use it as mandatory.

The rest of the thesis is organized as follows. In the Chapter 2, the focus was on biometric

systems by discussing the units of biometric systems. Covering biometric system settings and

multimedia biometric systems, while also reviewing biometric fusion before matching and af-

ter matching. In addition, this chapter provides a look at the evaluation and performance

curves and the different error rates that exist.

In the Chapter 3, the proposed methodology for a biometric system based on 2D palmprint

technology is explained. With a rationale for using deep learning methods and architectures,

which can be used on smart biometric applications. In addition to clarifying all the different

operations of the proposed system in more detail.

In the Chapter 4, experiments on the efficiency of the proposed biometric system were

carried out. To show the biometric system evaluation. In addition to presenting the results

obtained from systems and comparing them. Through the obtained experimental results and

research, interpretations and evaluations of our proposed biometric systems are provided.

In the Chapter 5, the thesis is summarized with a comprehensive conclusion including

its contribution and concluding remarks are provided. Potential future directions for this

research are also discussed.



Chapter 2

BIOMETRICS SYSTEMS

OVERVIEW

2.1 Introduction

B
iometric is a dual combination of technological and scientific authentication methods

majorly based on human biology and extensively used in information assurance [6].

Biometric is a measurement and statistical test for the representation of unique intellectual

and behavioral individuals. This technique is mainly used for identification and access con-

trol or to identify persons who are being monitored. The fundamental principle of biometric

verification is that every person can be determined correctly via his-her inner physical or

behavioral characteristics. The term ’biometrics’ is derived from the Greek word ’metric’

which means to measure and ’Bio’ means life.

Hence, Through biometrics authentication of identification can be made secure by ac-

cessing human biological or behavioral information [7] such as retina , DNA, plam-print,

voice, gait, etc [8]. which are the common biometrics. Biometrics is unique and as every

human acquires these characteristics uniquely, so these are the most reliable methods to

authenticate any identification securely. Fig. 2.1 depicts various types of biometrics.

2.2 Biometric Systems

Biometric system can be dened as the automatic recognition of a persons using distin-

guishing features. It is basically a pattern recognition system that can recognize a person by

extracting a biometric features from the acquired data of users, and comparing this feature

set against the templates feature set, witch are previously stored in the database. Then, the

individual can be identied based on result of match [3].

3
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Figure 2.1: Various types of biometrics.

2.3 Biometric Systems Modules

Every biometric system consist of five basic modules. Modules are mainly used for con-

verting the acquired image into some useful information and stored as a template [9]. The

block diagram of biometric system is shown in Fig. 2.2.

Figure 2.2: Biometric System Modules.

The description of modules are as follows [10]:

Sensor Module: sensor module in biometric system is used for capturing biometric data(palm-

print, face etc.) and after scanning convert it into digital form.

Feature extractor module: the feature extractor module in a biometric system operate

on data sent by the sensor module. As its name indicates, module extract feature set

and store it in a compact representation called template database.

Database module: is important component for system, where the templates are being

stored then retrieved to authentication process [11].
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Matcher module: this module compare feature set received from feature extractor module

with templates stored in database. Matching result are generated when all comparisons

are done. This result is used for identification and verification of an user.

Decision module: this module accept or reject the user after comparing matching score

with predefined security threshold value, if matching score is higher than predefined

security threshold value, it will accept the user otherwise reject it.

2.4 Biometric System Modes

Depending on the application context, a biometric system may operate either in identifi-

cation mode or verification mode. Before the system can be put into these modes, a system

database must be created through to process of enrolment.

Enrolment is the process where the users initial biometric samples are collected, assessed,

processed, and stored for use in a biometric system as shown in Fig. 2.3 If users are experi-

encing problems with a biometric system then they have to re-enroll to gather higher quality

data.

Figure 2.3: Enrolment Process in Biometric System.

Biometric systems use two modes. These are identification and verification (authenti-

cation) modes:

2.4.1 Verification mode

It refers to 1:1 matching, Verification is also known as authentication, the user claims an

identity and system verifies whether the claim is genuine or not. Sample given by individual

is matched with only one template i.e. stored template of that person only. As only one
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matching is performed so verification process is very fast and accurate [12]. The procedure

of verification mode is given in Fig. 2.4.

Figure 2.4: Verification Process in Biometric System.

2.4.2 Idenfication mode

It refers to 1: N matching where “N is total number stored templates in database”. In this

situation user does not know his identity, he is simply presenting his biometrics for matching

with whole database. Users data is matched with all the templates to identify with which

template it has highest similarity [12]. Fig. 2.5 illustrates the identification concept.

Figure 2.5: Identification Process in Biometric System.

2.5 Multimodal Biometric Systems

Authentication systems setup with one biometric modality may not be sufficient for the

pertinent application in terms of properties such as universality, acceptability etc [13]. Ap-

plication that is known as biometric system can be classified into two different types:
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Unimodal Biometric System: the unimodal biometric system employs single biometric

trait (either physical or behavior trait) to identify the user.

Multimodal Biometric System: a biometric system that consolidates the information

from multiple sources is known as multimodal biometric system.

Multimodal biometrics is a system that combines the results obtained from several bio-

metric characteristics for personal identification purposes. Multimodal biometric systems

are more reliable because many independent biometric modalities are used. The use of a

multiple number of biometric modalities can result in a highly accurate and secure biometric

identification system, as a unimodal biometric system may not provide accurate identifica-

tion due to its non-universal nature. For example, as few people may have worn, cut or

unrecognizable fingerprints, fingerprint biometrics can produce erroneous results.

In multimodal biometric systems, the failure of one technology may not seriously affect

individual identification, as other technologies can be used successfully. As a result, identity

theft can be considerably minimized, improving the efficiency of the overall system. The

reduction in the failure rate to register for multimodal assessment is very significant, and is

one of the major benefits of this system.The block diagram of general multimodal biometrics

is shown in Fig. 2.6.

Figure 2.6: Block diagram of general multimodal biometrics.

Some of the limitations imposed by unimodal biometrics can be overcome by includ-

ing multiple source of information for establishing identity of person[14]. The multimodal

biometric system offers a number of advantages over the unimodal biometric system, as listed

below:
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• Offers a substantial improvement in the matching accuracy as compared to that of

unimodal system.

• Capable of addressing the non-universality issue.

• Multimodal biometric systems are less sensitive to imposter attacks.

• Insensitive to the noise on the sensed data.

• Help in continuous monitoring or tracking the person in situation when a single bio-

metric trait is not enough[15].

2.6 Review of Biometric Fusion

In a biometric system, the amount of available information gets compressed as one pro-

gresses along the various modules of the system [16]. Based on the type of information

available in a certain module, different levels of fusion can be defined. Biometric fusion con-

stitutes multiple types of biometric data for improving the performance of biometric systems.

A perfect biometric should be unique, universal, and permanent over time that is easy to

measure. No single biometric can fulfills all these requirements simultaneously. Therefore

combination of several complementary biometrics can provide higher recognition [17].

From levels of fusion, multi-biometrics is classified into two broad categories: fusion before

matching and fusion after matching Fig. 2.7 [18].

Figure 2.7: Biometric fusion levels, Fusion before or after matching.
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2.6.1 Fusion Before Matching

Fusion before matching may be performed at the level of sensors or features. When done at

the sensor level, the fusion procedure merges data from different sensors, usually concerning

the same biometric trait. This approach is not too common, although it does got used in

some hybrid systems [19]. In these cases, there is often competition with other approaches

in order to improve the Equal Error Rate “EER”. EER is one of the main indicators of

robustness in biometric systems: the value where the false positive rate equals the false

negative rate.When fusion is done at the level of features, different features are extracted

via different techniques. They are then processed in order to produce a new feature array.

Examples of this approach using neural networks can be found in [20, 21].

2.6.2 Fusion After Matching

Fusion after matching can be carried out at the score level, rank level or decision level.

Match Score level fusion, with score level fusion, different algorithms produce individual

scores, possibly based on different biometric traits. These scores are combined to obtain the

final score. Rank level fusion means the classifiers rank the classes, with higher rank implying

a better match, and the rankings are combined to obtain the final rank [22]. Decision level

fusion is the latest possible stage. After feature extraction, matching and recognition, each

biometric subsystem gives a response as to the authenticity of the subject. The final decision

combines the individual response, usually by means of logical or Boolean operators. The

most common contemporary use of decision level fusion is in crypto-systems [23].

2.7 Performance Evaluation

Different metrics can be used to rate the performance of a biometric factor, solution

or application. The performance of biometric systems is an important issue in high-security

applications. In fact, the system must match the characteristic of the person to be recognized

against the whole set of characteristics stored in the database, thus deciding if one of these is

sufficiently similar to the one considered. Where, the matching between the stored template

and the template constructed generates a confidence score to check if they’re a genuine user

or an impostor.

2.7.1 Error Rates

The degree of similarity between two biometric feature sets is indicated by a similarity

score. A similarity match score is known as a genuine or authentic score if it is a result of
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matching two samples of the same biometric trait of a user. It is known as an impostor score

if it involves comparing two biometric samples originating from different users. An impostor

score that exceeds the threshold results in a False Accept Rate (FAR), while a genuine score

that falls below the threshold results in a False Reject Rate (FRR) [24, 25]. Therefore,

FAR =
∑

t = TmaxTFA(t)
∑

t = 0∞AI(t) (2.1)

FRR =
∑

t = TTRA(t)\
∑

t = 0∞AG(t) (2.2)

The Genuine Accept Rate (GAR) or True Accept Rate (TAR) is defined as the frac-

tion of genuine scores that exceed the threshold [25]. Therefore,

GAR(η) = p(s ≥ η | ω1) = 1− FRR(η) ⇛ GAR = 1− FRR (2.3)

Equal Error Rate (EER) is the rate where both accept and reject error rates are equal.

EER is also called Crossover Error Rate (CER) with lowest EER are most accurate [25].

Therefore,

FRR = FAR (2.4)

2.8 Conclusion

Biometric technologies are now able to achieve fast, easy-to-use authentication with high

precision. Biometric technologies will benefit many areas.

Any efficient biometric system depends on the accuracy rate and it’s higher performance.

The degree of accuracy defined by a plenty of methods from measures of error rate such as

false rejection rate and false acceptance rate.

Here, we covered architecture of a biometric system to achieve the objective of recog-

nition in both enrolment and test. Also, we have discussed an advantages and necessity of



Chapter 2. Biometrics Systems Overview 11

multimodal systems compared to unimodal biometric systems, as well as the different sce-

narios involved in multimodal biometric system development. In this context, the biometrics

information fusion plays a key role for biometrics system improvement. Vast majority of

works focus score level fusion, this is because of the richness of information.



Chapter 3

PROPOSED BIOMETRICS

RECOGNITION

3.1 Introduction

W
ith the development of network and information technology, the society has put for-

ward higher and higher requirements for the security of information systems. Biomet-

ric recognition technology has gradually become one of the important methods to enhance

the security and stability of information systems.

Palmprint recognition has recently become an interest study in image processing, arti-

ficial intelligence, and pattern recognition area. Several biometric applications have recently

included deep learning techniques for identification. A variety of patterns are being used

to train the deep network. Once the deep learning model has learned the dataset’s unique

characteristics, it can be incorporated to identify similar patterns. In this chapter, we will

proposed 2D palmprint recognition system based on deep learning techniques, especially

AlexNet.

3.2 Proposed Recognition

Various types of biometrics systems have been successfully developed. As a new emerging

characteristic, 2D palmprint has many advantages, for example, easy to collect, small noise

interference, and user-friendly [26, 27]. In addition, 2D palmprint is a two-dimensional bio-

metric feature with many concavity and convexity patterns. The principal lines, wrinkles,

12
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and minutiae palmprint have led to very good anti-counterfeiting performance in recogni-

tions. Therefore, 2D palmprint recognition technology has been widely studied.

However, hand pose variations, rotations, translations, complicated backgrounds are the

common problems in contactless palmprint recognition. To solve these problems, this thesis

proposes a palmprint recognition approach based the convolutional neural network (CNN),

which consists of three main parts, namely, image preprocessing, CNN feature extraction

and matching. In Fig. 3.1, we show the block-diagram of the proposed biometric system

based on 2D palmprint images. For train phase, we perform a preprocessing step to ensure

the size and dimensions necessary to run our algorithm. After that, the feature will be

as a training data used to create models based on AlexNet processing. In the test phase,

the features are extracted from tested image, then are matched with models to make decision.

Figure 3.1: Block-diagram of the proposed biometric system.

3.3 Our Contribution

Palmprint attracts more and more scholars’ attention due to its advantages. Compared

with other biological features, palmprint is easier to obtain rich personal information due to

its larger surface area. But, palmprint recognition presents a number of complex challenges,

primarily due to reduced pattern quality, variations in focal length, nonlinear deformation
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and computational complexity [28].

A 2D palmprint biometric system employs 2D imaging device to acquire surfaces of hu-

man palm. Extracted features from this data include depth and curvature of palm lines and

wrinkles on the palm surface. Therefore, in this work, our aim is to using the 2D palmprint

as a distinctive biometric for recognition, which refers to the distinct pattern present on the

palm. As, we aim to apply deep learning techniques for our proposed recognition due to its

high efficiency in classification problems.

3.4 AlexNet:Deep Neural Network

Convolutional Neural Network is the widely used deep learning framework which was in-

spired by the visual cortex of animals . Initially it had been widely used for object recognition

tasks but now it is being examined in other domains as well like object tracking, pose esti-

mation, text detection and recognition, visual saliency detection, action recognition, scene

labeling and many more [9].

Neural networks can be visualized as a collection of neurons arranged as an acyclic graph.

The main difference from a neural network is that a hidden layer neuron is only connected to

a subset of neurons in the previous layer. Because of this sparse connectivity it is capable to

learn features implicitly. The deep architecture of the network results in hierarchical feature

extraction [30].

3.4.1 AlexNet Architecture

The architecture of AlexNet comprises five convolutional layers, three fully connected lay-

ers, and one SoftMax output layer. The input is an RGB image of size 227×227×3, and the

output is the probability of the image belonging to one of the 1000 object categories. The

Fig. 3.2 below shows the various layers of the AlexNet architecture [31].

Convolutional Layers (Conv1-Conv5): There are five convolutional layers in the AlexNet

architecture. These layers apply filters that slide across the images to detect features.

The first convolutional layer uses a filter of size 11×11 to capture broader, low-level

features like edges and textures. The filter size in the subsequent convolutional layers

is less (15×5 or 3×3) as they focus on specific details within prominent features [32].
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Figure 3.2: The various layers of the AlexNet architecture.

Pooling Layers (Pool1-Pool3): The Max pooling layer helps to reduce the spatial di-

mensions of the data while retaining important features. There are three max-pooling

layers in the AlexNet, which have a filter of size 3×3 with a stride of 2.

Normalization Layer (Norm1 and Norm2): In the AlexNet architecture, two local re-

sponse normalization layers (LRN) are used after the first and second convolutional

layers to normalize the outputs. It helps the AlexNet network to learn better and

differentiate between essential features in the image while avoiding less relevant acti-

vations.

Fully Connected Layers: There are three fully connected dense layers in the AlexNet

network, and they are responsible for learning high-level features from the output of

the previous convolutional and max-pooling layers. The first two dense layers have

4096 neurons each, while the third dense layer has 1000 neurons corresponding to the

1000 classes in the ImageNet dataset [32].

AlexNet’s convolutional layers learn features such as edges, textures, and shapes to dis-

3.4.2 AlexNet Feature extraction

AlexNet consists of eight layers, five convolution layers and three fully-connected layers.

Each convolution layer convolves the set of input feature maps with a set of weight filters

resulting in a set of output feature maps. The fully connected layers, what every output

tinguish between classes. The fully connected layers then analyze these learned features and
make predictions.
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is a function of all the inputs. CNN is a deep learning framework made with expression,

speed, and modularity in mind. Therefore, we used the CNN deep learning framework which

provides the AlexNet for extracting the palmprint feature. The AlexNet architecture for

palmprint feature extraction is depicted in Fig. 3.3.

Figure 3.3: The AlexNet architecture for palmprint feature extraction.

3.4.3 AlexNet Classification

Classification is the process of determining in which class/label a particular data belongs

to. So, after extraction of image features using Alexnet, a classifier is required to decide the

corresponding label for every test images. For this, a multiclass Support Vector Machine has

been used. Binary classification is the simplest one in which an image is classified into one

of the two classes. Multiclass classification is comparatively harder than binary classification

because the classifier has to learn to find a number of hyperplanes. There are different ap-

proaches to multiclass classification problem [27].

3.5 Feature Fusion

Depending on the type of data fusion can be classified into two major groups, fusion before

matching (fusion pre-classification) can take place either at the image level or at the feature

level. And Fusion after matching (fusion post-classification) can be divided into two: score

levels or at the decision level.
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Figure 3.4: Image level fusion by DWT.

The raw biometric data represented the richest source of information although it is ex-

pected to be contaminated by noise. For image level fusion, we based on Discrete Wavelet

Transform (DWT) [33]. Where, the idea of this transform is decomposing a signal to different

resolutions. The decomposition of image performs by two filter into sub-bands high-pass and

HA low-pass LA. The reconstruction of the image also called synthesis, it requires the use

two filters (HS, LS). Image Fusion based on DWT decomposition (Approximation, Horizon-

tal detail, detail Vertical, Diagonal detail) presents in Fig. 3.4. Suppose M1 and M2 are two

images, the fusion steps are [33]:

1. DWT (M1) = [A1, V1, H1, D1] and DWT (M2) = [A2, V2, H2, D2].

2. The averages of all sub bands is: [A, G, H, D] = ([A1, V1, H1, D1] + [A2, V2, H2,

D2]) / 2.

3. In the end apply the inverse DWT on the results obtained: M = IDWT ([A, V, H, D]).

4. The image M is the fusion of two pictures M1 and M2.
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3.6 Conclusion

The proposed system based on 2D palmprint identification is having several advantages.

In this chapter, we presented the methodology of proposed biometric system and gave detail

of the various modules in this system; beginning by the implementation of AlexNet method

to extract the features from palmprint trait, then how classified of these feature vectors to

create stored models in database. Furthermore, the proposed method has been successfully

implemented for our authentication system based on deep learning descriptors. This eligibil-

ity can be confirmed further after reviewing the results in the next chapter.



Chapter 4

EXPERIMENTATIONS AND

RESULTS

4.1 Introduction

A
ssessing the performance of biometric recognition technologies is critical in information

security field. Palmprint biometric is most used because it’s high recognition accuracy

rates. Since each individual’s palmprint is unique, it can be strongly relied upon to achieve

accurate discrimination between individuals. However, there are challenges that need to be

addressed such as environmental complexities and lighting effects. Dealing with these diffi-

culties requires the appropriate use of data processing techniques and advanced algorithms.

In this chapter, we are going to evaluate palmprint recognition based on AlexNet by

using MATLAB software. The multiple experiments and deep analyze of results will give an

idea about the proposed system and its point of strength based on the obtained performance.

4.2 Database

The development of an identification biometrics systems involves the use of a database

to evaluate its performance. During these last years, several databases have been developed

to evaluate the algorithms of biometric recognition. The Biometric Research center at Hong

Kong Polytechnic University has developed a real time multis pectral palmprint capture de-

vice which can capture palmprint images, and has used it to construct a large scale multis

pectral palmprint database. Thus, we have adopted it in our proposed system and for that

19
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our experiment tests were performed using the PolyU Palmprint Database [34].

The combined Palmprint database from 150 different subjects, including 95 men and

55 women. They collected samples in two separate sessions. This database also provides

many samples in different age groups to support studies. Such images are made publicly

available for all the subjects and can be easily identified using the names of respective im-

ages/folders in the database [34].

4.3 Parameters Selection

AlexNet parameter selection refers to the process of determining the appropriate values

for the parameters used in the CNN transformation. The process of CNN parameter selection

depends on the specific application and performance require-ments. The process of param-

eter selection may involve conducting experiments and tests to evaluate the performance of

different parameters and selecting the values that produce the best results.

4.3.1 Selection of Mini Batch Size

Mini batch size use to create, pre-processing, and manage mini-batches of data for train-

ing using custom training loops, or convert data to a different precision, or apply a custom

function to pre-processing your data.

Firstly, to determine the ’mini batch size’ configurations in our approach, we describe

the sub-results related to the proposed Mini Batch Size configuration parameter. When us-

ing different numbers of configurations such as 10, 20, 30, and40 for each test. With save of

default parameters: “Epochs equal 6 and Initial Learn Rate equal 1e-4”. In Table. 4.1, we

present the test results of our palmprint recognition systems.

From this Table. 4.1, it is evident that the set of four configurations for mini batch size

provides better results in terms of GAR. In this case, the 20 size of mini batch size for

AlexNet that can achieve a GAR of 99.98% at a time T = 48min 34s. Additionally, from

this table, we can observe that the configuration of 10 that offer a GAR of 99.67% at a time

T = 78min 0s. Furthermore, using the configuration of 30 that offer a GAR of 98.22% at a
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NUMBERS EER(%) GAR(%)
10 0.33 99.67 78min 0s
20 0.02 99.98 48min 34s
30 1.78 98.22 26min 4s
40 2.33 97.67 18min 27s

Table 4.1: Results of different mini batch size parameters.

time T = 26min 4s. Finally, using the configuration of 40 for AlexNet that yields a GAR

of 97.67% at a time T = 18min 27s. The curves for the four AlexNet configurations of mini

batch size are shown in Fig. 4.1, where the Accuracy (GAR) is plotted against the Iteration

(epochs).

Therefore, the system can achieve the best accuracy with the configuration of 20 mini

batch size for AlexNet compared to the other configurations, which produces an GAR of

99.98% with an EER of 0.02%.

4.3.2 Selection of Epochs

An epochs is defined as the number of times an algorithm visits the data set .In other

words, epoch is one backward and one forward pass for all the training.

Secondly, to select the number of epochs, this subsection describes a results of the pro-

posed epochs number parameter. When, we using a different probability of numbers as “1,

6, 11 and 16” of each test, with save of other default parameters: “mini batch size equal to

10 and Initial Learn Rate equal to 1e-4”. Thus, Table. 4.2 present the test results of the

epochs parameter for our systems.

NUMBERS EER(%) GAR(%)
1 5.22 94.78 13min 1s
6 0.33 99.67 78min 0s
11 0.22 99.78 153min 53s
16 0.02 99.98 1808min 18s

Table 4.2: Results of different epochs number parameters.

From this Table. 4.2, it is evident that the set of four configurations for epochs pro-

vides better results in terms of GAR. In this case, the 16 number of epochs for AlexNet that

Training Time

Training Time
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Figure 4.1: The results of AlexNet for different mini batch size parameters.
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can achieve a GAR of 99.98% at a time T = 1808min 18s. Additionally, from this table, we

can observe that the configuration of 1 that offer a GAR of 94.78% at a time T = 13min 1s.

Furthermore, using the configuration of 6 that offer a GAR of 99.67% at a time T = 78min

0s. Finally, using the configuration of 11 that yields a GAR equal to 99.78% at a time T

= 153min 53s. The curves of the four cases of AlexNet epochs configurations are shown in

Fig. 4.2, where the Accuracy (GAR) is plotted against the Iteration (epochs).

Therefore, test results indicate that the system can achieve the best accuracy with the

configuration of 16 epochs for AlexNet compared to the other configurations, But compared

with the time rates, it takes a very large amount of time (1808min 18s), so we will skip it for

11 epochs due to the very small difference in GAR, with a huge difference in time of 153min

53 for 11 epochs.

4.3.3 Selection of Initial Learning Rate

Initial learning rate used for training, specified as a positive scalar. If the learning rate

is too low, then training can take a long time. If the learning rate is too high, then training

might reach a sub-optimal result or diverge.

Thirdly, to select the last parameter (the learning rate), this subsection describes a re-

sults of the proposed parameter. When, we using a different learning time of rates as “1e-1,

1e-2, 1e-4 and 1e-6”, with also save of other default parameters: “Epochs equal to 6 and

mini batch size equal to 10”. Thus, Table. 4.3 present the test results of the learning rate

parameter for our recognition systems.

NUMBERS EER(%) GAR(%)
1e− 1 33 67 74min 10s
1e− 2 33 67 73min 38s
1e− 4 0.33 99.67 78min 0s
1e− 6 7.11 92.89 74min 20s

Table 4.3: Results of different Initial learn rate number parameters.

From this Table. 4.3, it is evident that the set of four configurations for Initial learning

rate provides better results in terms of GAR. In this case, the rate of 1e-4 of Initial learning

rate for AlexNet that can achieve a GAR of 99.67% at a time T = 78min 0s. Additionally,

from this table, we can observe that the configuration of rate 1e-1 and 1e-2 for AlexNet

Training Time
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Figure 4.2: The results of AlexNet for different epochs parameters.
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that offer the same result, a GAR equal to 67% at a a time T = 74min 10s / 73min 38s,

respectively . Finally, using the configuration of rate 1e-6 for AlexNet that yields a GAR

equal to 92.89% at a time T = 74min 20s. The curves of the best learning rate configurations

are shown in Fig. 4.3, where the accuracy (GAR) is plotted against the Iteration (epochs).

Figure 4.3: The results of AlexNet for different Initial learn rate number parameters.

Therefore, the system can achieve the best accuracy with the configuration of 1e-4 Initial

learning rate of AlexNet compared to the other configurations, which produces a GAR equal

to 99.67% with an EER equal to 0.33%.



Chapter 4. Experimentations and Results 26

4.4 Biometric System Evaluation

Depending on the preceding results, the AlexNet algorithm can be set to the following

parameters: the mini batch size equal to 20, the epochs number are 11, also the initial

learning rate is (1e-4). Therefore, we have decided to choose these parameters in the rest of

test study.

4.4.1 Obtained Results of Unimodal Systems

In unimodal biometrics, theoretically it might be very proficient but in reality it has

various numbers of challenges when enrolling large number of people. For unimodal system,

we will use the parameters we have already determined for the accuracy of its results, which

is a GAR equal to 97.69% with an EER equal to 2.31% at a Time equal to 107min 1s. The

accuracy results of unimodal systems based on AlexNet described in Fig. 4.4.

Figure 4.4: The Unimodal results of AlexNet algorithm.

Also, for unimodal tests, we will test the AlexNet algorithm by predicting a person’s

palmprint to see if the prediction is correct? The performances of some random tests are

presented in Fig. 4.5. The results can provide that the prediction is correct for our tests.
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Figure 4.5: The unimodal tests prediction results of AlexNet algorithm.

4.4.2 Obtained Results of Multimodal Systems

The unimodal biometric face many obstacles such as paucity of distinctiveness, global

similarity, and can be improved by using multimodal systems. In multimodal systems, bio-

metric information can be fused at several different levels. In our work, we only choose the

image level fusion, and we used an efficient image fusion algorithm, with the help of 2D-DWT

techniques.

For multimodal, we will use the same configurations parameters we have already deter-

mined, from the result which are a GAR equal to 99.89% with an EER equal to 0.11% at

a Time equal to 289min 20s. Thus, we can see that the fusion reduce the EER from 2.31%

in unimodal to 0.11% in multimodal system. The accuracy results of multimodal systems

based on AlexNet algorithm described in Fig. 4.6.

Also, for multimodal tests, we will test the AlexNet algorithm with an efficient image

fusion algorithm by predicting a person’s palmprint images. The results can provide that

the prediction is correct for our tests, the performances of some random tests are presented

in Fig. 4.7.
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Figure 4.6: The multimodal test results of AlexNet algorithm.

Figure 4.7: The multimodal tests prediction results of AlexNet algorithm.
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The purpose of this study is to improve the performance and effectiveness of recognition

and classification systems and provide biometric identification based on palmprint recogni-

tion. The obtained results showed an accuracy rate equal to 97.69% and an accuracy rate

equal to 99.89% for the unimodal system and multimodal system, respectively.

4.5 Conclusion

This chapter presents a test and evaluation of one of the deep learning algorithms to

identification system. The proposed multimodal system was developed and its performance

was evaluated using fusion of image level. The tested database contains palmprint images

of 150 individuals. Through multiple experiments, the AlexNet parameters were tested to

select the best authentication performance. These parameters include: the mini batch size

equal 20, the epochs number are 11, also the Initial Learning Rate is (1e-4).

In addition, this chapter obtained results from various experiments using unimodal and

multimodal recognition systems. The performance are significantly improved by using the

fusion of sample and can give a EER equal to 0.11% while the unimodal identification give

only a EER equal to 2.31%.

In the end of this chapter, the performance of multimodal biometrics much improved

then unimodal biometrics. Thus, we summarize that the fusion of images in multimodal

biometric systems improves the performance and accuracy identifying.



Chapter 5

CONCLUSIONS AND FUTURE

WORKS

T
he science of authenticating a person’s identity based on their physical, or behavioral

traits is known as biometrics. A biometric system is simply a pattern recognition system

that identifies people based on their features. In this work, we used palmprint biometrics,

which is known for its high precision, reliability, and difficulty of manipulation. This technol-

ogy is useful in various fields such as security and access control, secure payment applications.

In this thesis, two main techniques used, were Convolutional Neural Network AlexNet

for feature extraction and for image classification. Then has been used 2D-DWT for image

fusion level for proposed multimodal system. The tested PolyU Palmprint database con-

tained palmrprint images of 150 individuals. Through many experiments, AlexNet param-

eters were selected to the best authentication performance. These parameters included the

mini batch size equal 20, the epochs number are 11, also the Initial Learning Rate to (1e−4).

From different experiments, the performance of the recognition system has been signifi-

cantly improved by integrating multimodal recognition, achieving an Equal Error Rate (EER)

of 0.02% , whereas unimodal recognition only achieves an EER of 5.98% . Thus, multi-modal

recognition systems demonstrate efficiency and robustness in recognition rates.

As future work, we will apply deep learning methods with a more credible big database.

Where, the identical conditions can be employed for further performance analysis, there is

plenty of room to improvement by suggesting network architects able to balance accuracy

needs with time and the high computational cost.
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